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ABSTRACT 
This paper presents a novel multi-ant colony optimization (NM-ACO) for solving multi-objective resource allocation 
Problems (MORAPs). The proposed algorithm differs from the traditional ones in its design the vector of colonies 
associated with the vector of objective functions as well as the MORAP is formulating as a connected graph ,where the 
ant construct the solution by assigning the amount of resource to the thi  stage by roaming on connected graph . On the 
other hand, the local search scheme which makes the ants moves to new rich regions. Moreover, the proposed 
algorithm introduced an extended memory to store global Pareto solutions to reduce computational time. Effectiveness 
and efficiency of proposed algorithm was validated by comparing the result of NM-ACO with multi-objective hybrid 
genetic algorithm (mohGA) which was applied to MORAP later. Also the comparative study demonstrated the 
superiority of the proposed algorithm and confirm its potential to solve the multi-objective problems. 
 
Keywords: Artificial intelligence; Ant colony optimization; Multi-objective optimization; Resources allocation 
problem. 
 
 
1. INTRODUCTION 
 
Decision makers usually need to allocate constrained resource among activities for optimizing the objectives. For 
instance, project budgeting [2] maximizes the profit return by allocating a fixed amount of budget money among a 
number of projects, software testing [3,4] guarantees the maximum reliability by allotting testing resource to program 
modules, task allocation [19] allocates a given number of tasks to a number of distributed processors for minimizing 
the incurred cost, health care financing [13,17] allocates health care resource across competing programs promising 
improved health for patients, just to name a few. These real-world scenarios can be all described by the resource 
allocation problem (RAP). 
 
Several formulations for the RAP have been proposed in accordance with different problem scenarios. Single objective 
RAP seeks to optimize a single goal, such as benefit maximization or cost minimization [21]. Multiple-objective RAP 
(MORAP) optimizes a set of goals simultaneously which may involve benefit-type objectives to be maximized and 
cost-type objectives to be minimized. Linear RAP optimizes linear objectives while nonlinear resource allocation 
problem deals with nonlinear objective functions, which can be solved using analytical approach, however, the 
nonlinear form has been shown to be NP-hard [12]. The limited resource to be allocated can be either discrete or 
continuous, and the amount of resource units to be allocated to an activity may be constrained in a specified range. A 
comprehensive survey related to RAP can be found in [12]. 
 
The development of meta-heuristic optimization theory has been flourishing [14] . Many meta-heuristic paradigms such 
as genetic algorithm [10], simulated annealing [15], and tabu search [9] have shown their efficacy in solving 
computationally intensive problems. Among them, K. Fan et al. [8] proposed a modified binary particle swarm 
optimization and Chi and Mitsuo [5] presented a hybrid genetic algorithm for the same problem.  
 
In this paper we present a new algorithm for solving MORAP based on the ACO which was recently developed by 
Dorigo [7]. The proposed algorithm differs from the traditional ones in its design the vector of colonies associated with 
the vector of objective functions as well as inclusion of local search scheme which makes the ants move to new rich 
regions. Moreover, the proposed algorithm introduced an extended memory to store global Pareto solutions to reduce 
computational time.  
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This paper is organized as follows. In Section 2 we describe some preliminaries on Mathematical formulation of 
MORAP and the Pareto optimal solutions. Section 3 presents the proposed algorithm for tackling the MORAP in 
details. Section 4 reports the comparative performance of proposed NM-ACO with Hybrid genetic algorithm and also 
convergence analysis. Finally, Section 5 concludes this work. 
 
2. PRELIMINARIES  
 
2.1. Mathematical formulation 
The mathematical model for the K -objectives resource allocation problem (K-RAP) to assign M  staffs to N  different 
projects is formulated as a multicriteria integer programming model as follows: 
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According to above-mentioned mathematics model, we can extend it to handle a bicriteria resource allocation problem, 
to assign M  workers to N  different jobs for maximizing the benefit and minimizing the cost subject to one resource 
constraint. The Notations used in the MORAP is described as in Figure 1 and the MORAP is formulated as a bicriteria 
integer programming model as follows: 
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Indices  
k  index of objective function, Kk ,...,2,1= . 
i  index of district shop, ),...,2,1( Ni =  
j  index of salesclerk, ),...,2,1( Mj =   

Parameter  
N  total number of district shop 
M  total number of salesclerk 

ijc  cost of district i  when j  salesclerks are assigned 

ijp  profit of district i  when j  salesclerks are assigned 
Decision variables  





=
   otherwise.,0

,district  toassigned are ssalesclerk  if,1 ij
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Figure-1. Notations used in the MORAP formulation 
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The objective function (2) is to maximizing the benefit for all the jobs. And the objective (3) is to minimizing the total 
costs for all the workers. Constraint (4) ensures that we cannot assign the workers more than the total numbers of 
workers. Constraint (5) ensures that for each job i  we just can only assign workers for it one time. The Pareto optimal 
solutions are usually characterized as solutions of the multi-objective programming problem [13]. Therefore, in 
implementation of NM-ACO algorithms, a module for handling Pareto optimal solutions is added. It consists of three 
steps: 
Step 1: Designing the vector of colonies associated with the objective functions. 
Step 1: Adapting the local search scheme to make the ants move to new rich regions. 
Step 2: Select Pareto solutions based on the procedure described in subsection 2.2. 
 
2.2. The Pareto-optimal solutions 
For a problem having more than one objective function, any two solutions 1x  and 2x can have one of two possibilities 
– one dominates the other or none dominates the other. The definitions are described as follows [13]: 
 
Definition 1 (Dominance): For minimal problem, a solution Ω∈1x  ( Ζ∈Ω  is the feasible region and { },...,...2,1,0=Ζ  

is the set if positive integer including 0, i.e., 
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Definition 2 (Pareto-optimality): Let Ω∈1x  be an arbitrary decision vector. 

(a) The decision vector Ω∈1x  is said to be non-dominated regarding the set  Ω⊆Ω′  if and only if there is no 
vector 2x  in Ω′  which can dominate 1x . Formally, ., 122 xxx Ω′∈∃/   

(b) The decision (parameter) vector 1x  is called Pareto-optimal if and only if 1x  is non-dominated regarding the 
whole parameter space Ω . 

 
3. THE PROPOSED NM-ACO FOR MORAP 
 
Ant colony optimization [6] is one of the most recent meta-heuristic techniques for approximate optimization. The 
inspiring source of ACO algorithms are real ant colonies. More specifically, ACO is inspired by the ants’ foraging 
behavior. At the core of this behavior is the indirect communication between the ants by means of chemical pheromone 
trails, which enables them to find short paths between their nest and food sources. This characteristic of real ant 
colonies is exploited in ACO algorithms in order to solve optimization problems such as the traveling salesman 
problem [1], scheduling problem [11], minimum weight vertex cover problem [16], and curve segmentation problem 
[20], multi-objective optimization problem [18], just to name a few. 
 
The proposed algorithm differs from the traditional ones in its design the vector of colonies associated with the vector 
of objective functions as well as inclusion of local search scheme which makes the ants move to new rich regions. 
Moreover, the proposed algorithm introduced an extended memory to store global Pareto solutions to reduce 
computational time. Generally, we can describe the steps of the proposed algorithm as follows:  
 
3.1. The implementation 
 Implementing the ACO for a MORAP requires a representation of N stages for each ant, with each stage 

,,...,2,1, Nnn =  has a set of M  states (i,e., connected graph ),( MNG =  see Figure 2). Consequently, a feasible and 
complete solution of the formulated multi-objective resource allocation problem is considered as a permutation of 
resource allocation. 
 
3.2. The Initialization 
The NM-ACO algorithm assumes that K  colonies KCCC ,...,, 21  each of size m  aim to optimize simultaneously K -

objective functions. Each colony )0( =t
kC is initialized randomly within the feasible solution space (satisfying all 

constraints). Each part of this solution is termed state (node) where each node denotes K  criteria with their associated 

initial pheromone concentration { }K
k

t
ij 1

)0(
=

=τ  and the associated heuristic value  k
ijη   where MjNi ,...,2,1,,...,2,1 == .  
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Figure-2. Graph representation of MORAP  

 
3.3. Construction of solutions 
Each ant constructs a solution as follows. First, one of the nodes of the MORAP graph is randomly chosen as start 
node. Then, the ant builds a tour in the MORAP graph by roaming in each construction step from its current node to 
another node that is feasible for ant according to aTabu  (i.,e., aTabu  is the memory of ant a  saving the index of 
feasible allocations and also saving the selected  nodes  by ant a ). At each stage the traversed node is added to the 
solution under construction. This way of constructing a solution implies that an ant has a memory to store the already 
visited nodes. 
 
Each solution construction step is performed as follows. Assuming the ant to be in node i , the subsequent construction 
step is done with probability as in Eq(7): 
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where the exponents α  and β   are positive parameters whose values determine the relation between pheromone 
information ατ j  and heuristic information βη j . ε  is the small positive number; the reason due to which ε  is added in 

the formula )(2 tjη  to avoid division by 0 . 
 
3.4. Evaluation of non-dominated solutions 
 
The set of non-dominated solutions is stored in an archive (denoted by )(tA ). During the optimization search, this set, 
which represents the Pareto front, is updated. At each iteration, the current solutions obtained are compared to those 
stored in the Pareto archive; the dominated ones are removed and the non-dominated ones are added to the archive. The 
mechanism of evaluating the non-dominated solutions and updating the archive is described as in Figure 3. 
 

Input: φφ == DA t ;)( ; { } { }m
aal

K
ll CCC 11, == == x . 

1=i . 
If jiji =/∧∀xx  then 

{ }iDD x∪=  
Else  

{ }itt AA x∪= )()(  
End ; 1+= ii  
output : )(tA  

Input: x,)(tA  

If xxx 

1)(1 tA∈∃/  then 

x∪= )()( tt AA  
Else if 1)(1 xxx 

tA∈∃  then 

{ } { }1)()( \ xx∪= tt AA  
Else 

)()( tt AA =  
End 
output : )(tA  

Figure-3. The pseudo code of evaluating the non-dominated solutions (left) and updating the archive (right) 
 
All these non-dominated solutions are assumed to constitute the non-dominated front in the population in a specified 
generation. 
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3.5. Pheromone update mechanism 
When updating pheromone trails, one has to decide on which of the constructed solutions laying pheromone. The 
quantity of pheromone laying on a component represents the past experience of the colony with respect to choosing this 
component. Then, at each cycle every ant constructs a solution, and pheromone trails are updated. Once all ants have 
constructed their solutions, pheromone trails are updated as usually in equation 2: first, pheromone trails are reduced by 
a constant factor to simulate evaporation to prevent premature convergence; then, some pheromone is laid on 
components of the best solution. The mechanism of update the Pheromone is as follows:  
 
Before activating the next iteration, the pheromone trails are evaporated by applying the usual rule on every state ijx  as 
in Equation (10) with ( ]1,0∈ρ  being the pheromone evaporation rate: 

)8()()1()1( tt k
ij

k
ij τρτ −=+  

 
The reason for allowing pheromone evaporation is to avoid too strong influence of the old pheromone to avoid 
premature solution stagnation then, every ant that generated a solution in the non-dominated front at the current 
iteration is allowed to update the pheromone matrices, Kkk ,...,2,1, =τ , as in Equation (9): 
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where T  is the number of iterations (generation cycles); ijτ  is the revised concentration of pheromone associated with 
option ijx  at iteration t - which means assignment of j  amount of resource to the job i -and ijτ∇ is change in 
pheromone concentration which is calculated as in Equation (10) 
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where Q  is a constant called the pheromone reward factor; and )( i
k

af x is the value of the objective function (solution 
performance) calculated for ant a . It is noted that the amount of pheromone gets higher as the solution improves. 
Therefore, for minimization problems, Equation (10) shows the pheromone change as proportional to the inverse of the 
fitness. In maximization problems, on the other hand, the fitness value itself can be directly used. 
  
3.6. Evolving ant position 
Local search was introduced by Dorigo [6] which is known as daemon actions. Therefore in this step we introduce a 
new technique mechanism for local search scheme where the search carried around the found solution by all colonies 
after shuffling together. The mechanism start by choosing any node randomly ( ijx ) then an increment ( xd ) is 
calculated based on the lower and the upper bound of workers. The new solution must be feasible (i.e., satisfied the 
constraints (Ω )), therefore the ants move in new directions in search of newer and richer stocks of food sources. The 
pseudo code of the local search scheme is shown in Figure 4. The pseudo code of the proposed NM-ACO algorithm is 
given in Figure 5. 
 

Input: choose ijx  randomly; number of maximum iteration ( T ). 
Set 0=t  
Generate xd  ( xd hM )9.0(*)(*5.0= ) 

If Ω∈′+′=′∃ ijijij xdxx |)xint( ,then ij
new
ij xx ′=  , ( int : mean take the integer number form 

calculation) 
Else if Ω∈′−′=′∃ ijijij xdxx |)xint( ,then ij

new
ij xx ′=  

Else ][=new
ijx  then 1+= tt  

End if 
output : new

ijx  

Figure-4. the pseudo code of the local search scheme 
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Input:  

Initialize the parameters for NM-ACO ( .max,,,, iterKm βα ). 

Initialize the quantity of pheromone of all states )0(k
ijτ  for all colonies. 

0, == tX k φ  
 
Repeat  

            while iterT max<=  not completed do 
                  for k =1:K  do 
                      φ=x        
                    for mi :1=   
                       for Nj :1=  do 

      while solution not completed do                           
                 =ijx  Construct the solutions for all colonies according to the Equation (7). 

          
ij

ijij

xx

xxx

=

∪=
                                  

      end while                                  
                       end for 
                    end for 

{ }k

k

XX
xX

=
=

 

                end for 
               Shuffled the solutions of all colonies: [ ]TKXXXX ,...,, 21=   
               Calculate objective functions corresponded to the constructed solutions     

 Determine the non-dominated solutions.  
Apply the local search scheme for all shuffled the solutions. 

               Calculate objective functions after applying the local search scheme 
               Determine the non-dominated solutions . 
               Update the pheromone quantity (Equations (8) , (9) and (10)). 

       1+= tt  
End 
 

output :  Pareto optimal solutions 
Figure-5. The pseudo code of the proposed NM-ACO algorithm 

 
4. EXPREMENTAL RESULTS 
 
The proposed algorithm had been coded in MATLAB 7.2 and executed on 2.80 GHz Pentium. The proposed algorithm 
contains number of parameters. These parameters affect the performance of the proposed ant algorithm. Extensive 
experimental tests were conducted to see the effect of different values on the performance of the proposed algorithm. 
Based upon these observations, the following parameters are set as in Table 1. 
 

Table-1: The parameter settings of NM-ACO 
 Parameters Values 

Number of  objective functions ( K ) 2 
Number of  ants per colony ( m ) 50 
Number of iterations ( T )  5 
ρ 0.5 
α 1 
β 2 
Q 100 

)0(k
ijτ 10 

 
Consider multi-objective human resource allocation problem, which was extract from [5] and was solved with hybrid 
genetic algorithm, this problem is allocating  two managers and their salesclerks of each district to new four shops of 
other districts for expanding the business extension. We can use the experimental example, and show the average 
profits and costs of the some company in the past 4 years [5]. 
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Now, the company expands its business extension abroad. For example, the company wants to set up the subsidiary in 
Japan, Australia, Europe, China, and so forth. Supposing that we do not consider other special factors, the maximum 
benefit and minimum cost are obtained only from the past 4 years. How to make up and allocate the salesclerks (shop 
assistants) of every group or team to sell? The problem is that we allocate two managers and their salesclerks of each 
district to new 4 shops of other districts for expanding the business extension abroad. Table 2 provides the expected 
costs and Table 3 provides the expected profits. The following Tables 4 and 5 as shows an example of the 
nondominated (Pareto) solution by mohGA and proposed NM-ACO. 
 
4.1 Performance assessment  
To compare performances, we use the C- metric introduced in [22]. Using metric C two sets of nondominated solutions 
can be compared to each other.  In this metric the size of the dominated area in the objective space is taken under 
consideration; thus the C-metric ),( BAC  calculates the proportion of solutions in B , which are weakly dominated by 
solutions of  A  as in the Equation (11): 

{ }
)11(

:
),(

B
baAaBb

BAC
∈∈

=

The function C maps the ordered pair (A, B) into the interval [0, 1].  
 
The value C (A, B) = 1 means that all objective vectors in B are dominated by A. 
1. The value C (A, B) = 1  means that all objective vectors in B  are weakly dominated by A.  
2. The value C (A, B) = 0 represent the situation when none of the points in B are dominated by A. 
3. C (A, B) is not necessary equal to 1 – C (B, A). 
 
Figure 6 shows that proposed NM-ACO dominates 34% of Pareto optimal front constructed by mohGA (Solutions 4, 
12,13,15,16 and 17 of Table 4) and also none of Pareto optimal front generated by proposed NM-ACO was dominated 
by mohGA. This result can approve that proposed NM-ACO approximately outperform the mohGA in solving multi-
objective resource allocation problem. 
 

Table-2: Expected costs ( )ijc  

No. of district: i   Salesclerk: j  
 0 1 2 3 4 5 6 7 8 9 10 11 12 

1  16 20 19 31 28 35 47 53 61 68 72 80 79 
2 21 24 26 31 35 41 47 51 55 66 63 71 77 
3 17 21 23 31 36 51 48 59 60 73 81 87 93 
4 14 22 23 21 31 42 46 51 63 70 84 82 91 

 
Table-3: Expected profits ( )ijp  

No. of district: i   Salesclerk: j  

 0 1 2 3 4 5 6 7 8 9 10 11 12 
1 0 57 58 66 65 83 91 97 114 106 121 129 138 
2 0 73 77 85 91 97 101 113 121 127 134 141 147 
3 0 70 73 79 82 91 96 99 101 112 123 127 131 
4 0 62 63 71 77 87 91 106 103 118 129 134 140 

 
Table-5: The nondominated solutions of by the proposed NM-ACO 

Overall profit Overall cost 480 ≤≤ j  jjx4  jjx3  jjx2  jjx1  Solution k  
426 207 27 7 1 8 11 1  
309 108 12 3 1 3 5 2  
335 131 15 3 2 2 8 3  
310 116 13 2 2 4 5 4  
484 267 37 11 4 12 10 5  
389 175 23 7 2 9 5 6  
420 202 27 7 1 12 7 7  
379 166 22 3 1 12 6 8  
348 141 18 3 2 12 1 9  
505 287 39 11 10 10 8 10  
486 270 36 10 6 12 8 11  
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290 96 10 3 1 4 2 12  
489 271 37 12 2 12 11 13  
324 120 15 3 2 5 5 14  
279 89 9 3 2 2 2 15  
369 154 21 3 2 10 6 16  
464 242 34 7 6 11 10 17  
475 256 25 9 6 12 8 18  
468 253 35 7 7 10 11 19  
205 80 5 0 1 2 2 20  
498 282 39 12 6 11 10 21  
422 204 29 3 6 10 10 22  
272 85 7 3 1 1 2 23  
300 103 11 3 2 1 5 24  
357 147 20 3 4 8 5 25  
522 307 42 11 11 12 8 26  
511 299 42 11 8 12 11 27  
403 184 23 7 1 7 8 28  
479 262 36 7 9 12 8 29  
131 74 3 0 0 1 2 30  
200 79 3 0 1 1 1 31  
414 196 26 7 1 12 6 32  
365 148 20 3 1 11 5 33  
297 101 10 3 1 1 5 34  
509 295 41 7 11 12 11 35  
384 173 23 7 4 7 5 36  
410 192 26 7 3 10 6 37  
408 191 26 9 2 10 5 38  
73 71 1 0 0 1 0 39  

332 129 14 3 1 2 8 40  
206 84 4 2 1 1 0 41  
77 73 2 0 0 2 0 42  

343 134 18 3 2 11 2 43  
516 306 42 11 9 11 11 44  

 
Table-4: The nondominated  solutions of by  mohGA 

Overall profit Overall cost 480 ≤≤ j jjx4 jjx3 jjx2 jjx1 Solution k  
544 325 2 1 0 1 0 1 
531 314 4 0 3 1 0 2 
502 286 8 2 4 2 0 3 
489 275 11 3 2 2 4 *4 
478 258 13 1 9 3 0 5 
459 235 17 1 11 1 4 6 
450 227 17 3 10 4 0 7 
440 217 18 6 11 1 0 8 
413 195 22 11 9 2 0 9 
400 178 24 5 11 1 7 10 
373 160 26 8 9 2 7 11 
357 149 30 5 10 4 11 *12 
341 136 31 9 11 2 9 *13 
326 127 33 9 11 3 10 14 
315 125 35 8 11 10 6 *15 
304 118 36 8 11 8 9 *16 
279 94 39 9 11 11 8 *17 
274 88 41 9 10 11 11 18 
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Figure-6. The simulation results by the proposed NM-ACO and mohGA 

 
It can be shown from Figure 6 that the proposed NM-ACO has satisfactory diversity and distribution characteristics 
than mohGA for MORAP. The superiority of the proposed NM-ACO compared to mohGA is more pronounced in the 
MORAP as the proposed NM-ACO captures the true Pareto optimal front in this problem with satisfactory diversity 
and distribution. 
 
In this section, a comparative study has been carried out to assess the proposed approach concerning large-size problem 
of the Pareto set, multistage decision-making model, and computational time. On the one hand, evolutionary techniques 
suffer from the large-size problem of the Pareto set. Therefore, the proposed approach has been used to reduce the 
Pareto set to a manageable size. However, the proposed approach capable to help an inexperienced decision maker to 
make correct decision to design problems by visualizing the Pareto front, which maintains the diversity of the solutions 
and good distribution over the non dominated front. On the other hand, classical techniques aim to give a single point 
(solution) at each iteration of problem solving. On the contrary, the proposed approach generates a set of solutions 
(Pareto set) at each iteration, and according to decision maker preference, one single point has been selected. 
Accordingly, it provides the facility to save computing time.  Finally, the feasibility of using the proposed approach to 
handle multiobjective resource allocation problems has been empirically approved. The above discussions confirm that 
the proposed approach is better for the multiobjective resource allocation problems. 
 
5. CONCLUSIONS 
 
The multi-objective allocation problem addresses the important issue which seeks to find the expected objectives by 
allocating the limited amount of resource to various activates. The proposed algorithm is parameterized by the number 
of ant colonies and the number of pheromone trails. The proposed algorithm differs from the traditional ones in its 
design the vector of colonies associated with the vector of objective functions as well as inclusion of local search 
scheme which makes the ants move to new rich regions. Moreover, the proposed algorithm introduced an extended 
memory to store global Pareto solutions to reduce computational time. In the last Section of paper we compare the 
result of mohGA with proposed NM-ACO which were applied in the same problem, this comparing manifest that 
proposed NM-ACO outperform mohGA. The main features of the proposed algorithm could be summarized as follows. 

(a) The proposed algorithm has been effectively applied to solve the MORAP, with no limitation in handing 
higher-dimensional problems. 

(b) The proposed algorithm proves its versatility and robustness to tackle the resource allocation problems.  
(c) The non-dominated solutions in the obtained Pareto optimal set are well distributed and have satisfactory 

diversity characteristics. 
(d) The ability to find a solution by exploring the whole population and efficiently handle the problem with less 

computational time.  
(e) Simulation results verified the validity and the advantages of the proposed approach. 

 
We believe our model is likely to be recommended as a practical decision making tool for the management salesclerks 
of a firm. Thus, the boss of company can obtain a best decision maker, so that could obtain maximum profit and 
minimum cost for expanding the optimal business extension abroad. 
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In future, it would be interesting to see the application of other meta-heuristics or evolutionary optimization approaches 
like Genetic Algorithm, Tabu search, Simulated Annealing, etc. to tackle the balanced allocation problem. Ant colony 
optimization technique is increasingly getting attention from the research communities across the world to efficiently 
tackle NP-hard problems. Apart from the resouece allocation problem, it can also be applied in other location allocation 
problems, grouping problems, scheduling problems and other combinatorial optimization problems. 
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