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ABSTRACT

In this paper, extended exponentiated Weibull distribution is considered for Bayesian analysis. The expressions for
Bayes estimators of the parameter have been derived under squared error, precautionary, entropy, K-loss, and
Al-Bayyati’s loss functions by using quasi and gamma priors.
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1. INTRODUCTION
The extended exponentiated Weibull distribution has been proposed by Mahmoudi et al. [1]. They observe that it
contains exponentiated Weibull and extended generalized exponential distribution as special cases and it can be used
quite effectively for analyzing lifetime data. The probability density function of extended exponentiated Weibull
distribution is given by

f . -1 : 9_1.
(x;0) = 20(1- Acx)’ [1—(1—lcx)6} x>0, @

The joint density function or likelihood function of (1) is given by

f(g;&)z(ﬂe)”(ﬁ(l—ﬂcxi) jexp[e 1ZIog( (1-Acx, ) )} @

i=1
The log likelihood function is given by

Iogf(g;ﬁ)znlog(ﬂﬂ)ﬂog(n(l Acx;) j (- 1ZIog( (1- /ch)l) 3)

=1

Differentiating (3) with respect to 6 and equating to zero, we get the maximum likelihood estimator of 6 which is given

as:
1\t
(Zlog[ (1-7cx)° } j : 4)
2. BAYESIAN METHOD OF ESTIMATION
The Bayesian inference procedures have been developed generally under squared error loss function

L(é,@]:(é—ejz. ©

Corresponding Author: Himanshu Pandey2*
2Department of Mathematics & Statistics, DDU Gorakhpur University, Gorakhpur, INDIA.

International Journal of Mathematical Archive- 12(1), Jan.-2021 24


http://www.ijma.info/�

Arun Kumar Rao & Himanshu Pandey*/
Estimation of Extended Exponentiated Weibull Distribution Under Various Loss Functions / IJMA- 12(1), Jan.-2021.

The Bayes estimator under the above loss function, say, &s is the posterior mean, i.e,
N
0s =E(6). (6)

Zellner [2], Basu and Ebrahimi [3] have recognized that the inappropriateness of using symmetric loss function.
Norstrom [4] introduced precautionary loss function is given as

N 2
- [o-0]
0

. . o ~ _ . ~ 2\
The Bayes estimator under this loss function is denoted by @p and is obtained as: @p = [E («9 )} . (8)

Calabria and Pulcini [5] points out that a useful asymmetric loss function is the entropy loss

L(5) o[ 8P~ p log,(5)-1]

0 A
where O = 5 , and whose minimum occurs at @ = . Also, the loss function L(5) has been used in Dey et al. [6]

and Dey and Liu [7], in the original form having p =1. Thus L(5) can written be as:
L(5)=b[5-log, (5)-1]; b>0. ©)

The Bayes estimator under entropy loss function is denoted by @& and is obtained by solving the following equation

3

Wasan [8] proposed the K-loss function which is given as:

n 2
- (6-0)
00

AN
Under K-loss function the Bayes estimator of 0 is denoted by @k and is obtained as:

O« {EE((M?)T (12)

Al-Bayyati [9] introduced a new loss function which is given as:

2
L(H,H):GC(G—GJ . (13)

Under Al-Bayyati’s loss function the Bayes estimator of 0 is denoted by @ a1 and is obtained as:
a E (90+1)
On = o\
E(o")
Let us consider two prior distributions of 0 to obtain the Bayes estimators.

(i) Quasi-prior: For the situation where we have no prior information about the parameter 6, we may use the quasi
density as given by

(14)

1
gl(ﬁ)ze—d;9>0,d20, (15)
where d = 0 leads to a diffuse prior and d = 1, a non-informative prior.

(if) Gamma prior: Generally, the gamma density is used as prior distribution of the parameter 6 given by

9,(0)= ﬂ—ﬁ"‘_le‘ﬂg 1 6>0. (16)

I'(a)
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3. POSTERIOR DENSITY UNDER g, (6)

The posterior density of 6 under g, (), on using (2), is given by

(A&)”(ﬁ(l—ﬂ,cxi) jexp{ (60-1) Zlog( (1-Acx ) )}9 d

i=1 =1

I (Hl ﬁCXi)“jeXp{ Zlog( (1-Acx,): )}edde

i=1

f(0/x)=

i 9 eﬁlinl:log{ 1-cx;) ]1
gr-d e—eglog[ (1-Acx; Je } 4o

|
[ilog[1—(1—/1cxi)ir]n_d+l ]

_\ 0" e (17)

Theorem 1: On using (17), we have

() 3

>lo g[ (1-Acx ) TJ_C. (18)

i=1

Proof: By definition,

E(07)=[0°t (0/x)do
(Zlog[ (1- Acx)}j ) 76)2'09{ ) T

H(n—d+) = d9
F(n—d+1) ! ©

(Zlog[ (1- ;LCX)} J I'(n—d+c+1)
'(n-d+1) {ng[ o lcx)jilJnd-H&l

- (n(nf;r:rl [ZI g[ (1-Acx, ) T}C.

=1

From equation (18), for ¢ =1, we have
!
E(0)=(n-d+1 LZIog[ (1- }ch)} J . (19)

From equation (18), for ¢ = 2, we have

E(6%)=[(n-d+2)(n- d+l]{2|o[ (1- ﬂcx)}lr (20)
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From equation (18), for ¢ =—1, we have

E(;j [ (1- Acx)}l. (21)

From equation (18), for c=cC +1, we have

e
n— d+c+2 !
E(Hc+l) I'( F(n—d+1) (Zlog[ (1-Acx, ) } J . (22)

i=1

4. BAYES ESTIMATORS UNDER {; (6’)
From equation (6), on using (19), the Bayes estimator of 6 under squared error loss function is given by

0s =(n-d+1 {ZIog[ (1-Acx, ) ] l}l. (23)

From equation (8), on using (20), the Bayes estimator of 6 under precautionary loss function is obtained as:

§p=[(n—d+2 n—d+1)] (Zlo [ (1- /ch)}ljl. (24)

From equation (10), on using (21), the Bayes estimator of 6 under entropy loss function is given by

] -1
HE— n—d (ZIog[ (1- /ch)} J . (25)
From equation (12), on using (19) and (21), the Bayes estimator of 6 under K-loss function is given by

o =[(n-d+1)(n—d) ]’ (Zlo g-(- ﬂcx)}l]l. (26)

From equation (14), on using (18) and (22), the Bayes estimator of 6 under Al-Bayyati’s loss function comes out to be

vl -1
Om=(n—d+c+1) [ZIog[ (1- }ch)} J . 7)

5. POSTERIOR DENSITY UNDER 0, (6)

Under g, (49 ) , the posterior density of 0, using equation (2), is obtained as:

(l@)”(ﬁ(l—/lcxi) jexp{ anl ( (1- zcx))hfgz)gwe_ﬁg

i=1

oy oy

f(6/x)=

=]

. [ﬁ+2log[ (1-Ac%) }1}7
0n+a7 i=1

Tenm—l [ﬁ+§log{ (1-4cx) }Jade

ema_l . [/ﬂzllog{ 1-2cx) 1}1]6

F(n+a/[ﬂ+2log|: (1-Acx, ) } 1]”*“
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[ﬁ+2|og[ (1- zcx)rJnm

I'(n+a)

[ﬁJrZIog{ 1ok lma

9n+a—l e

(28)

Theorem 2: On using (28), we have

E(eC):F(”*—“*C(ﬂJFng[ (1-Acx ) T] (29)

I'(n+a)

Proof: By definition,

E(67)=[0°f (6/x)do
[ﬂ+2log[ (1- ACX)T]M

I'(n+a)

(ﬂ+2log[ (1-2cx ) T}M

I'(n+a)

[ﬂ+2log[ (1-Acx) TJG

9n+a+c—l e

deo

O ——y 8

I(n+a+c)

1 n+a+cC
[,B+Zlog[ (1- icx)} }
_L(n+a+c) ,3+Z|o [ (1-Acx, )* T 70
- I'(n+a) d '
From equation (29), for ¢ =1, we have

E(0)=(n+a) (ﬂ+2log[ (1-Acx)° T]l. (30)

From equation (29), for ¢ = 2, we have
N2
E(az)z[(n+a+1)(n+a ]£ﬂ+2|°g[ (1- ﬂcx)} ] . (31)

From equation (29), for ¢ =—1, we have

E&):(Mﬁ[myog[ (1-Acx ) T} (32)

From equation (29), for ¢ =c+1, we have

A —(c+1)
oy T(n+a+c+1)
E(e ): (F(n+a) (ﬂ+2log[ (1- ﬂcx)} ] . (33)

6. BAYES ESTIMATORS UNDER {, ((9)
From equation (6), on using (30), the Bayes estimator of 6 under squared error loss function is given by

0s =(n+a) (ﬂ+2log[ (1-Acx)° ]1J1. (34)
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From equation (8), on using (31), the Bayes estimator of 6 under precautionary loss function is obtained as:

-1\1

§p=[(n+a+1)(n+a} ,B+Zlog[ (1-cx)° } . (35)
From equation (10), on using (32), the Bayes estimator of 6 under entropy loss function is given by
1N\t
95—(n+a+1 ﬂ+2|og[ (1-Acx, ) } . (36)
From equation (12), on using (30) and (32), the Bayes estimator of 6 under K-loss function is given by
S
§K=|:(n+0()(n+0( 1:| ﬂ+2|og[ (1-Acx, ) } . (37)
From equation (14), on using (29) and (33), the Bayes estimator of 6 under Al-Bayyati’s loss function comes out to be
!
O =(n+a+c) ﬂ+znllog [1—(1—/1cxi)q : (38)
i=1
CONCLUSION

In this paper, we have obtained a number of estimators of parameter of extended exponentiated Weibull distribution. In
equation (4) we have obtained the maximum likelihood estimator of the parameter. In equation (23), (24), (25), (26)
and (27) we have obtained the Bayes estimators under different loss functions using quasi prior. In equation (34), (35),
(36), (37) and (38) we have obtained the Bayes estimators under different loss functions using gamma prior. In the
above equation, it is clear that the Bayes estimators depend upon the parameters of the prior distribution. We therefore
recommend that the estimator’s choice lies according to the value of the prior distribution which in turn depends on the
situation at hand.
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