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ABSTRACT 
The simplex method is the computation procedure to obtain the minimum (optimum) feasible solution of an 
optimization problem. This method starts with an initial basic feasible solution and a sequence of basic feasible 
solutions is obtained such that value of objective function at each member is less than the proceeding value. In this 
paper the geometric interpretation of the algebraic computations of the simplex procedure is reviewed. The basic 
concepts and other geometric properties used for this interpretation are also discussed. 
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1. INTRODUCTION 
 
To solve the optimization problems involving the all relationships between the variables in linear form, the technique of 
Linear Programming is frequently used. It was the first method which was widely used for solving optimization 
problems using digital computation. The optimum solutions to different types of problems always attracted human 
throughout the ages. Some powerful techniques for optimization problems had been developed by the great 
mathematicians of 17th and 18th centuries. In recent times, a new type of optimization problems has come out of the 
different organizational structures. The General Linear Programming Problem is to find a vector  ( )1 2, ,..., nX x x x=   
which optimizes the following linear function  

1 1 2 2 ... n nc x c x c x+ + +   
subject to linear constraints 
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where , andij j ja c b  are known constants and m<n .[1] 
 

Definition 1: An n-dimensional Euclidean space En is defined as the set of vectors, which satisfies the following 
properties: 

(a) The length of  X  defined by 2 2 2
1 2 ... nX X X X= + + +

 
is always greater than or equal to zero. Further  

0X =  iff  0X = . 

(b) X Xλ λ= , where λ is any scalar. 

(c) for all , in nX Y X Y X Y E+ ≤ + .       
(d) There always exists a set of n L.I. vectors in En and every set of (n+1) vectors in En is always L.D. 
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Definition 2: A hyper plane in En is denoted by H(A,K) and is defined as the set of all vectors X of  En such that       
A X K− = where A is any non-zero  vector and K is a real number. Further A.X is inner product of vector which is the 

sum of product of corresponding components of two vectors A and X. 
 
For example, in two-dimensional Euclidean space E2, one linear equation of the type 1 1 2 2a x a x K+ = represents a 
line which divides the whole plane E2 into two half planes. 
 
Similarly, in three dimensional Euclidean space E3, one linear equation of the type 1 1 2 2 3 3a x a x a x K+ + =   
represents a plane which divides the whole space E3 into two half spaces. 
 
In general, in En, the similar term is Hyper plane which divides whole Euclidean space En into two half spaces given by 

{ }
{ }

(X,K) : .

and (X,K) : .

H X A X K

H X A X K

+

−

= ≥

= ≤
 

 
Definition 3: A subset S of Euclidean space En is called convex set if for any two vectors X1 and X2 in S, any convex 
combination 1 1 2 2 1 2 1 21, , 0X X X whereλ λ λ λ λ λ= + + = ≥   is also contained in S. In other words, S is a convex 
set if the line segment joining any two points of S is also contained in S. 
 
Definition 4: A point X in the convex set  S  is called an extreme point (corner point) of S if X cannot be expressed as 
convex combination of  any other two different points of S i.e. if  there does not exist two different points   X1 and X2   
other than X in S such that 1 1 2 2 1 2 1 2, 1, , 0X X Xλ λ λ λ λ λ= + + = > . 
 
Definition 5: The convex hull of a set S is set of all convex combinations of sets of points of S. It is denoted by C(S). 
 
Definition 6:  A convex polyhedron is defined as the convex hull of a set having finite number of points. 
 
Definition 7: Any subset S of is called a cone if for X in S, αX is also in S for every nonnegative number α. 
 
Definition 8: A simplex is an n-dimensional convex polyhedron which has exactly (n+1) vertices. 
 
For example, in one dimension, a simplex is a line segment with its two end points and its vertices. In two dimensions, 
a simplex is a triangle having three vertices. In three dimensions, a simplex is a tetrahedron having four vertices. 
 
The general linear programming problem is to determine a subset of points of the convex set S defined by a set of m 
linear constraints in En for which the linear objective function is minimized (or maximized). 
 
Definition 9: An edge of a convex polyhedron is defined as the line segment joining two adjacent extreme points of 
convex set S of feasible solutions of LPP. 
 
2. GEOMETRICAL PROPERTY OF LINEAR FUNCTIONAL (OBJECTIVE FUNCTION) 
The linear functional  1 1 2 2 ... n nc x c x c x+ + +  is always perpendicular to the vector through origin to the point   

1 2(c ,c ,..., c )nc = .  Further, if the linear functional is transformed to 1 1 2 2 ... n nz d x d x d x= + + +   then z represents 

the distance of the linear functional from the origin where 
2 2 2
1 2 ...

j
j

n

c
d

c c c
=

+ + +
                                                  (2) 

Proof: Let   𝑧 = 𝑐1𝑥1 + 𝑐2𝑥2 + ⋯+ 𝑐𝑛𝑥𝑛 
 
Perpendicular distance of origin from any point on the linear functional 
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So perpendicular distance of origin to the point 1 2(c ,c ,..., c )nc =  on the linear functional 
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2 2 2
1 2 ... nc c c= + + +                                                                                                                    (1) 
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Also distance between origin and point  1 2(c ,c ,..., c )n  

2 2 2
1 2( 0) ( 0) ... ( 0)nc c c= − + − + + −  

2 2 2
1 2 ... nc c c= + + +

                                                (2) 
 

From (1) and (2) it immediately follows that the linear functional is always perpendicular to the vector through origin to 
the point 1 2(c ,c ,..., c )n . 
 
Further, if the linear functional is transformed to 𝑧 = 𝑑𝑥1 + 𝑑𝑥2 + ⋯+ 𝑑𝑛𝑥𝑛                                                               (3) 
 
Then, distance of linear functional from origin 
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This immediately follows that Z given by (3) represents the distance of the linear functional from the origin. In other 
words, if the coefficients of the linear form and the equations are normalized then Z is the distance of linear form from 
the origin [4]. 
 
3. GEOMETRICAL PROPERTY OF SLACK VARIABLE 
 
Let n ix +   be the ith slack variable for the system , 0AX b X≤ ≥   
 
Show that for any nonnegative solution, 

2 2 2
1 1 2 ...n i i i inx h a a a+ = + + +   

where  ih  is the perpendicular distance from the solution to the ith hyperplane [3]. 
 
Proof: If n ix +  is the ith slack variable for the system , 0AX b X≤ ≥ , then ith constraint can be written as 

1 1 2 2 ...i i in n n i ia x a x a x x b++ + + + =                                                                                                (1) 

1 1 2 2
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    or                  2 2 2
1 1 2 2 1 2... ...i i i in n i i i inb a x a x a x h a a a− − − − = + + +   

This immediately follows from non-negativity of  n ix +  and (1) that 

2 2 2
1 2 ...n i i i i inx h a a a+ = + + +  

 
4. GEOMETRICAL PROPERTIES OF SET OF FEASIBLE SOLUTIONS TO LPP 
 

(i) The set S of the feasible solutions of linear programming problem is always convex. 
(ii) The boundary of S consists of sections of some of the corresponding hyper plane [4]. 
(iii)  The set S which is subset of Euclidean space En is either void, a convex polyhedron or a convex region which 

is unbounded in some direction. 
(iv) If the set of solutions S to a LPP is bounded then S is convex combination of extreme points of S. We can 

always bound S by putting additional constraint  
1

n

j
j

x M
=

≤∑   to any LPP, where M is very large number. 

(v) Further, if in the optimal solution 
1

n

j
j

x M
=

=∑  then original problem has unbounded optimum [5].   

(vi) The set of all feasible solutions S to the constraints , 0AX b X≤ ≥  can be written as convex combination of 
extreme points of S and a non-negative linear combination of the extreme points of solution space  
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≤ = ≥∑                                                                                                              (6). 
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5. GEOMETRICAL INTERPRETATION OF SIMPLEX METHOD 
 
The simplex procedure starts with an initial basic feasible solution. As BFS corresponds to an extreme point or corner 
point of set S of feasible solutions of LPP, so we can interpret the simplex method as follows: 
 
The simplex method starts with a corner point of convex region consisting of all feasible solutions. As one iteration of 
simplex method is complicated, a new adjacent or neighboring corner point is obtained such that the value of linear 
functional is smaller than the preceding value. As an example, consider an arbitrary two dimensional convex 
polyhedron. 
 

Let the starting point be 1.X  After one iteration of the simplex method, the linear functional would advance the linear 

form parallel to itself through point 2.X  In next iteration, this linear functional would move parallel to itself through 

3X and then finally through 4X  when the minimum feasible solution is attained. (See the figure). 

 
 
6. GEOMETRIC INTERPRETATION OF THE SIMPLEX METHOD IN TERMS OF COLUMN VECTORS.  
 
We shall explain another geometric interpretation of Simplex method [7] with the help of following numerical example 
[4]. Consider the LPP: 
      Minimize    1 2 3 45 3 4 6x x x x+ + +    subject to 
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Let the 3-dimensional vectors ' ' ' '

1 2 3 4, , ,P P P P  be obtained by augmenting the cost coefficients 1 2 3 4, , ,c c c c   

respectively to 2-dimensional vectors 1 2 3 4, , ,P P P P of the coefficient matrix of given linear equations as follows: 
' '

1 2 3 4(1 6 5) , (3 4 3) , (5 2 4 ), (6 1 6 )t t t tP P P P= = = = . Let B be the line in 3-dimensional space 
consisting of all points whose first two elements are 3 and 2 i.e. R.H.S of linear constraints and third element takes on 
all the values. The objective is to find the lowest point of B which is also in C, the convex cone in 3-dimensional space 
determined by ' ' ' '

1 2 3 4, , ,P P P P . (See figure 1) 
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Obviously  '

1P  and '
4P  are L.I. We take 1P  and 4P   as the basis and determine two dimensional cone determined by 

'
1P  and '

4P . 
 
The point '

2P   is below the hyper plane containing D (cone generated by '
1P  and '

4P ) by a distance 2 2z c−  and point 
'

3P  is below the hyper plane containing D by a distance 3 3z c− . 
 
Now 2P is introduced in basis as 2 2 3 3z c z c− > − . Also 0P is in cone generated by 2P and 4P and not the cone 

generated 1P  and 4P  by   i.e. 1P is eliminated from basis. The new basis is now 2P  and 4P . (See figure 2) 

 
Using the similar procedure of obtaining 3 3z c− , '

3P  is below the hype rplane containing cone generating by  '
2P  and 

'
4P  at a distance 3 3z c− ,   vector  3P   is introduced  in the basis. Now 0P  lies in the cone generated by  2P  and 3P  

and not in the cone generated by 3P and 4P so 4P  is eliminated from the basis. Hence 2P and 3P  vectors form basis 
and correspond to minimum feasible solution. The minimum value of z for this problem is the distance of point of 
intersection of line B with the two dimensional cone generated by '

2P and '
3 .P  
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7. CONCLUSION    
In simplex method, in each step or iteration, one moves from one extreme point to the other extreme point of convex 
polyhedron. The simplex procedure selects the new adjacent extreme point of the convex polyhedron by moving on the 
edge of the convex polyhedron such that the movement along the edge causes greatest decrease in the value of 
objective function per unit change in the value of new variable which is to be introduced. 
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