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ABSTRACT 
In this paper, we consider a class of second-order neutral impulsive evolution differential inclusions of Sobolev- type 
in Hilbert spaces. This paper deals with the approximate controllability for a class of second-order control systems. We 
establish a set of sufficient conditions for the approximate controllability for a class of  second- order neutral impulsive 
evolution differential inclusions of Sobolev-type in Hilbert spaces by using the Bohnenblust- Karlin’s fixed point 
theorem. Finally, an example is given to illustrate our main results. 
 
Keywords: Approximate controllability, Second- order differential inclusions of Sobolev-type, Cosine function of 
operators, Impulsive systems, Evolution equations, Nonlocal conditions. 
 
2010 Mathematics Subject Classification: 26A33, 34B10, 34K09, 47H10, 93B05. 
 
 
1. INTRODUCTION 
 
In this paper, we establish a set of sufficient conditions for the approximate controllability for a class of second- order 
neutral impulsive evolution differential inclusions with nonlocal conditions in Hilbert spaces of the form  

[ ]( ( )) ' ( , ( ))  ( ) ( ) ( , ( )) ( ),    [0, ],d Ex t g t x t A t x t F t x t Bu t t I b
dt

− ∈ + + ∈ =                                       (1.1) 

0 0(0) ( ),  '(0) ( ),x x p x x y q x= + = +                                                                                                      (1.2) 

( ) ( ( )),i i ix t I x t∆ =                                                                                                                                       (1.3) 

'( ) ( ( )),   1, 2,..., .i i ix t J x t i n∆ = =                                                                                                              (1.4) 
  
In this equation, XXEDEXXtADtA →⊆→⊆ )(: and ))((:)( are closed linear operators on a Hilbert space X and 

the control function ),,(2)( UILu ∈⋅  a Hilbert space of admissible control functions. Further, B  is a bounded linear 

operator from }0{\2: and ),( : , ,:g,  to /→×→→× XXIFXXIPCqpXXIXU is a nonempty, bounded, closed 
and convex multivalued map. Similarly, the impulsive moments { }it are given that bnttt =<⋅⋅⋅<<= 210 are fixed 
numbers and the functions XXiJXXiI →⋅→⋅ :)( ,:)( defined later in the preliminaries section. The symbol )(tξ∆

represents the jump of the function )(⋅ξ  at ,t which is defined by ).()()( −−+=∆ ttt ξξξ  
    
Various evolutionary processes from fields such as physics, population dynamics, aeronautics, economics and 
engineering are characterized by the fact that they undergo abrupt changes of state at certain moments of time between 
intervals of continuous evolution. The duration of the changes made here are often negligible compared to the total 
period of time but such changes can be reasonably well approximated in the form of impulses. These process tend to 
more suitably modeled by impulsive differential equations. For more details on this theory, we refer the monographs of 
Samoilenko and Perestyuk [32] , Lakshmikantham et al. [23], Bainov et al. [7] and the references cited therein. The 
literature on this type of problrms is vast, and different topics on the existence and qualitative properties of solutions 
are considered. Concerning the general motivations, relevant developments and the current status of the theory, we 
refer the reader to papers [2, 16, 34, 35, 38, 42, 43]. 
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There exists an extensive literature of differential equations with nonlocal conditions. Since it is demonstrated that the 
nonlocal problems have better effects in applications than the classical ones, differential equations with nonlocal 
problems have been studied extensively in the literature. The result concerning the existence and uniqueness of mild 
solutions to abstract Cauchy problems with nonlocal initial conditions was first formulated and proved by Byszewski, 
see [10, 11]. Since the appearance of these papers, several papers have addressed the issue of existence and uniqueness 
of nonlocal differential equations. Existence and controllability results of nonlinear differential equations and fractional 
differential equations with nonlocal conditions has been studied by several authors for different kinds of problems       
[3, 13, 16, 26]. Sobolev-type evolution equations often arise in various applications such as in the flow of fluid through 
fissured rocks, thermodynamics, and shear in second order fluids. For Sobolev- type differential equations, readers may 
refer [1, 5, 8, 14]. It is helpful to study the controllability of the second- order abstract differential system directly rather 
than to convert that into first- order system since the conversion does not give the desired results due to the behavior of 
the semi group generated by the linear part of the converted first order system. 
 
Since the introduction of controllability concept by Kalman in 1960, it has been one of the fundamental concepts of the 
mathematical control theory. This concept led to some very important conclusions regarding the linear and nonlinear 
dynamical systems. Many scientific and engineering problems are nonlinear in nature and so it is necessary to study the 
controllability results in infinite dimensional spaces. Two basic concepts of controllability can be distinguished which 
are given as exact and approximate controllability. Exact controllability enables to drive the system to arbitrary final 
state with a set of admissible control function while approximate controllability means that system can be steered to 
arbitrary small neighborhood of final state. In other words, approximate controllability gives the possibility of steering 
the system to states which form the dense subspace in the state space. Various authors extended the controllability 
concept to infinite dimensional systems and established sufficient conditions for the controllability of nonlinear systems 
in abstract spaces, see the references [2, 18, 26-28, 31, 39-41, 43, 45]. In the work [26], Vijayakumar et al. established 
a set of sufficient conditions for the approximate controllability for a class of second- order evolution differential 
inclusions in Hilbert spaces by using Bohnenblust- Karlin’s fixed point theorem. In this paper, we extended the work to 
a class of second-order evolution impulsive neutral differential inclusions of Sobolev-type with nonlocal conditions in 
Hilbert spaces. 
 
This paper is organized as follows. In Section 2, some necessary definitions and preliminary results to be used in the 
article are given. In Section 3, a set of sufficient conditions are established for the approximate controllability for a 
class of Sobolev type second-order neutral impulsive evolution differential inclusions with nonlocal conditions in 
Hilbert spaces. An example is presented in Section 4 to illustrate the theory of the obtained results. 
 
2. PRELIMINARIES 
 
In this section, we introduce few results, notations and lemmas which are required to establish our main results. The 
notations which are mentioned here will be used throughout the article without any further references. Let 

) ,( and  ) ,( YYXX ⋅⋅ be Hilbert spaces and ),( XYL be the Hilbert space of bounded linear operators from XY  into 

equipped with its natural topology; in particular, when XY = we use the notation ).(XL  The resolvent  set of a linear 
operator A is given by ).(Aρ Throughout this paper, ) ,( XxrB will denote the closed ball with center at x and radius 

0>r in a Hilbert space .X We denote by ,PC the Hilbert space endowed with supnorm given by 
)(sup txItPCx ∈≡ , for .PCx∈  

 
The operators XXEDEXXtADtA →⊆→⊆ )(: and ))((:)( satisfy the following hypothesis. 
(S1) )(tA and E  are linear operators, and )(tA is closed; 
(S2) EtADED  and ))(()( ⊂ is bijective; 

(S3) compact. is )( :1 EDXE →− .  
 
The hypothesis (S1) - (S3) and the closed graph theorem imply that the boundedness of the linear operator 

.:1 XXAE →−  
 
In recent times there has been an increasing interest in studying the abstract non-autonomous second order initial value 
problem   

''( ) ( ) ( ) ( ),  0 ,  x t A t x t f t s t a= + ≤ ≤                                                                                                      (2.1) 

0 1( ) ,  '( )x s x x s x= =                                                                                                                                    (2.2) 
where ],0[ ,))((:)( atXXtADtA ∈→⊆ is a closely densely defined operator and Xaf →],0[: is an appropriate 
function. Equations of this type have been considered in many papers. The reader is referred to [14, 25, 30] and the  
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references mentioned in these works. In the most of works, the existence of solutions to the problem (2.1) – (2.2) is 
related to the existence of an evolution operator ),( stS for the homogenous equation   

''( ) ( ) ( ),   0 ,  x t A t x t s t a= ≤ ≤                                                                                                                  (2.3) 
 
Let us assume that the domain of )(tA is a subspace D dense in X  and independent of t , and for each Dx∈ the 
function xtAt )(→ is continuous. 
 
Following Kozak [22], in this work, we will use the following concept of evolution operator. 
 
Definition 2.1: A family S of bounded linear operators   )(],0[],0[ : ),( XLaastS →× is called an evolution operator 
for (2.3) if the following conditions are satisfied: 
(Z1)  For each ,Xx∈  the mapping 1  class of is ),(),(],0[],0[ CXxstSstaa ∈→∋×  and  

,    ],,0[,   )(
,0 ),( ],,0[   )(

Xxeachforandastallforii
ttSateachfori

∈∈
=∈

 

( , ) | ,     ( , ) | .t s t sS t s x x S t s x x
t s= =

∂ ∂
= = −

∂ ∂  
(Z2)  For all ],,0[, ast ∈  if ),(ADx∈ then ),(),( ADxstS ∈ the mapping XxstSstaa ∈→∋× ),(),(],0[],0[ is of class      

        2C  and  

.0|),( )(

,)(),(  ),(  )(

,),()(  ),(   )(

2

2

=
∂
∂

∂
∂

=
∂

∂

=
∂

∂

=stxstS
ts

iii

xsAstSxstS
s

ii

xstStAxstS
t
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(Z3) For all  ],,0[, ast ∈  if ),(ADx∈ then ),(),( ADxstS ∈ then  ),(
2

xstS
st ∂
∂

∂

∂ ,  ),(
2

xstS
ts ∂
∂

∂

∂ and  

 )(i  ),(
2

xstS
st ∂
∂

∂

∂ = ,),()( xstS
s

tA
∂
∂  

)(ii   ),(
2

xstS
ts ∂
∂

∂

∂ = ,)(),( xsAstS
s∂
∂  

               and the mapping xstS
s

tAstaa ),()(),(],0[],0[
∂
∂

→∋× is continuous. 

Throughout the work, we assume that there exists an evolution operator ),( stS associated to the operator ).(tA To 

abbreviate the text, we introduce the operator .),(),(
s

stSstC
∂

∂
−=  In addition, we set NN ~ and for positive constants 

such that NstSast ≤≤≤ ),(sup ,0 and NstCast
~),(sup ,0 ≤≤≤ . Furthermore, we denote by 1N a positive constant such 

that 
,),(),( 1 hNstSshtS ≤−+                                                                                                                             (2.4)                                                             

 
for all ].,0[ , , ahtts ∈+  Assuming that Xaf →],0[: is an integrable function, the mild solution Xax →],0[: of the 
problem (2.1) – (2.2) is given by  

∫++=
t

dftSxstSxstCtx
0

10 .)(),(),(),()( τττ  

In the literature several techniques have been discussed to establish the existence of the evolution operator ).,( stS  In 
particular, a much studied situation is that )(tA is the perturbation of an operator A that generates a cosine operator 
function. For this reason, below we briefly review some essential properties of the theory of cosine functions. Let 

XXADA →⊆)(: be the infinitesimal generator of a strongly continuous cosine family of bounded linear operators 

RttC ∈))(( 0 on a Hilbert space .X  We denote by RttS ∈))(( 0  the sine function associated with RttC ∈))(( 0  which is 
defined by  
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0 0
0

( )   ( ) ,   ,  .
t

S t x C s xds x X t R= ∈ ∈∫  

 
We refer the reader to [15, 36, 37] for the necessary concepts about cosine functions. Next we only mention a few 
results and notations about this matter needed to establish our results. The function )(0 ⋅S satisfies  

0 0 0 0( ) ( ) ( ) ( ),   , .S t s S t C t S s s t R+ = ∈                                                                                                     (2.5) 
 

The notation [ ])(AD stands for the domain of the operator A endowed with the graph norm ).( , ADxAxxx A ∈+=

Moreover, in this paper the notation E stands for the space formed by the vectors Xx∈ for which xC )(0 ⋅  is a function 

of class .1C  It was proved by Kisynski [21] that the space E endowed with the norm 
,       ,)(sup 0

10
XxxtASxx

t
E ∈+=

≤≤
 

is a Hilbert space. The operator valued function  









=

)()(
)()(

)(
00

00
tCtAS
tStC

tG  

is a strongly continuous group of linear operators on the space XE× generated by the operator 







=

0
0
A

I
A defined on 

EAD ×)( . It follows from that XExtAS →:)(0 is abounded linear operator and that  ,0 ,0)(0 →→ txtAS for each 

.Ex∈ Furthermore, if Xx →∞),0[: is a locally integrable function, then ∫ −=
t

dsstStz
0

0 )()( defines a −E valued 

continuous function.  
 
The existence of solutions for the second- order abstract Cauchy problem  

''( ) ( ) ( ),   0 ,x t Ax t h t t a= + ≤ ≤                                                                                                               (2.6) 

0 1,( ) ,  '( )x s x x s x= =                                                                                                                                   (2.7)  

where Xah →],0[: , is an integrable function, has been discussed in [36]. Similarly, the existence of solutions of the 
semi linear second order Cauchy problem it has been treated in [37]. We only mention here that the function )(⋅x given 
by 

0 0 0 1 0( )  ( ) ( ) ( ) ( ) ,   0 ,
t

s

x t C t s x S t s x S t h d t aτ τ τ= − + − + − ≤ ≤∫                                                    (2.8) 

is called the mild solution of (2.6) - (2.7), and that when  )(,0 ⋅∈ xEx is continuously differentiable and 

0 0 0 1 0'( )  ( ) ( ) ( ) ( ) ,   0 ,
t

s

x t AS t s x C t s x C t h d t aτ τ τ= − + − + − ≤ ≤∫  

In addition, if ExADx ∈∈ 10  ),(  and h  is a continuously differentiable function, then the function )(⋅x is a solution of 
the initial value problem (2.6) - (2.7). 
 
Assume now that )(~)( tBAtA +=  where ),(:)(~ XELRB →⋅ is a map such that the function xtBt )(~

→ is continuously 
differentiable in X  for each .Xx∈  It has been established by Serizawa [33] that for each EADxx ×∈ )(),( 10 , the non 
autonomous abstract Cauchy problem 

''( ) ( ( )) ( ),  ,x t A B t x t t R= + ∈                                                                                                                   (2.9) 

0 1,(0) ,  '(0)x x x x= =                                                                                                                                 (2.10) 

has a unique solution )(⋅x  such that the function )(txt →  is continuously differentiable in .E  It is clear that the same 
argument allows us to conclude that equation (2.9) with the initial condition (2.7) has a unique solution ),( sx ⋅  such that 
the function )(txt → is continuously differentiable in E . It follows from (2.8) that 

∫ −+−+−=
t

s

dsxBtSxstSxstCtx          .) ,()(~)()()(  )s ,( 01000 ττττ                                                             (2.11) 
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In particular, for 00 =x , we have  

∫ −+−=
t

s

dsxBtSxstStx          .) ,()(~)()(   )s ,( 010 ττττ                                                                                  (2.12) 

Consequently, 

∫ −+−≤
t

s
EEXLEXLEXLE dsxBstSxstSstx τττ ),()(~)()(),(

),(),(01),(0  

and applying the Gronwall-Bellman lemma, we infer that 

1( , ) ,  , [0, ].
E

x t s M x s t a≤ ∈  
 
We define the operator ).,() ,( 1 stxxstS = It follows from the previous estimate that ),(),(:),( EEEstS ⋅→⋅  is a 

bounded linear map on E . Since ),( ⋅E is dense in X and ),( ⋅E is complete, we can extend ),( stS  to X . We keep 
the notation ),( stS  for this extension. Combining this assertion with (2.12), we obtain that  

0 0( , ) ( ) ( ) ( ) ( , ) ,   . 
t

s

S t s x S t s x S t B S s xd x Xτ τ τ τ= − + − ∈∫                                                              (2.13) 

 
In similar way, from (2.11) we have 

∫ −+−=
t

s

dxsCBtSxstCxstC .),()(~)()(),( 00000 ττττ  

for ).(0 ADx ∈ . 
 
Assume that the following condition holds: 
(S4) The operator )(~)(0 τBtS  has an extension )(),(0 XLtH ∈τ for all ,,0 at ≤≤τ  and the operator valued map 

)(],0[],0[:0 XLaaH →× is strongly continuous. 
 
In this case, proceeding as above, we can consider ),( stC  defined on X , and 

0 0( , ) ( ) ( , ) ( , ) ,  .
t

s

C t s x C t s x H t C s xd x Xτ τ τ τ= − + − ∈∫                                                                 (2.14) 

We denote  

0( , ) ( , ) ( , ) ,  .  
t

s

R t s x H t C s xd x Xτ τ τ τ= − ∈∫  

Theorem 2.2: [18, Theorem 1.2]. Under the preceding conditions, and assuming that condition 4S holds, then ),( ⋅⋅S  is 
an evolution operator for (2.9) - (2.10). Moreover, if )(0 tS  is compact for all Rt∈ , then ),( stS is also compact for all 

.ts ≤  
 
On the other hand, it is well known that, except in the case ∞<)dim(X , the cosine function )(tC  cannot be compact 
for all .Rt∈  By contrast, for the cosine functions that arise in specific applications, the sine function )(tS  is very often 
a compact operator for all .Rt → . 
 
Concerning the impulsive conditions in system (1.1)-(1.4), it is convenient to introduce some additional concepts and 
notations. 
 
A function Xu →],[: τσ  is said to be a normalized piecewise continuous function on ],[ τσ  if u  is piecewise 
continuous and left continuous on ].,( τσ  We denote by )];,([ XPC τσ  the space of normalized piecewise continuous 
functions from ],[ τσ  into X . In particular, for fixed 0>a  and ,,...,2,1),,0( niati =∈ , we introduce the space PC
formed by all normalized piecewise continuous functions Xau →],0[:  such that u  is continuous at .,...,2,1, nitt i ==

It is clear that PC  endowed with the norm )(sup suu IsPC ∈=  is a Hilbert space. In what follows, we set

, ,0 10 att n == + , and for PCu∈ , we denote by ,,...2,1,0),];,([~
1 niXttCu iii =∈ +  , the function given by 
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.for               ,(
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)(~ 1
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i
i

tttu

ttttu
tu  

 
Moreover, for a set PCB ⊆ , we represented by ,,...2,1,0,~ niBi =  the sets }.:~{~ BuuB ii ∈=  
 
Lemma 2.3: A set PCB ⊆  is relatively compact in PC  if and only if, the set iB~ , is relatively compact in the space 

.,...2,1,0 allfor  )];,([ 1 niXttC ii =+  
 
Throughout this paper, ),( XxBr will denote the closed ball with center at x and radius 0>r  in a Hilbert space .X  
Some of our results are proved using the next well-known results. 
 
We also introduce some basic definitions and results of multivalued maps. For more details on multivalued maps, see 
the books of Deimling [12] and Hu and Papageorgious [20]. 
 
A multivalued map }0{\2: /→ XXG is convex (closed) valued if )(xG  is convex (closed) for all .Xx∈  G  is 
bounded on bounded sets if )()( xGCG Cx∈∪=   is bounded in X  for any bounded set C  of ,X  i.e.,  

.)}}(:{sup{sup ∞<∈∈ xGyyCx  
 
Definition 2.4: G  is called upper semicontinuous (u.s.c. for short) on X  if for each ,0 Xx ∈ the set )( 0xG is a 
nonempty closed subset of ,X and if for each open set C  of X  containing ),( 0xG  there exists an open neighborhood 
V  of 0x  such that .)( CVG ⊆ . 
 
Definition 2.5: G  is called completely continuous if )(CG  is relatively compact for every bounded subset C  of X . 
 
If the multivalued map G  is completely continuous with nonempty values, then G  is u.s.c., if and only if G  has a 
closed graph, i.e., nnnn Gxyyyxx ∈→→  ,  , ** imply .** Gxy ∈ G  has a fixed point if there is a Xx∈  such that 

).(xGx∈  
 
Definition 2.6: A function PCx∈  is said to be a mild solution of system (1.1)-(1.4) if 

00 )()0(' ,)()0( yxqxxxpx =+=+  and there exists ),(1 XILf ∈  such that ))(,()( txtFtf ∈  on It∈ and the integral 
equation 

∫ ∫ −−−− ++−+++=
t t

dssfstSEdssxsgstCExgxEqEytSExEpExtCEtx
0 0

11
0

1
0

1   )(),())(,(),()]0(,0()()[0,()]()[0,()(  

           + ∑∑∫
<<

−

<<

−− ∈++
tit

iii
tit

iii

t

IttxJttSEtxIttCEdssBustSE
0

1

0

1

0

1 .          )),((),())((),()(),(   

is satisfied. 
 
 
In order to address the problem, it is convenient at this point to introduce two relevant operators and basic assumptions 
on these operators: 

∫ →=Γ −−
b

b XXdssbSEBBsbSE
0

*1*1
0 ,:),(),(  

XXIR bb →Γ+=Γ − :)(),( 1
00 αα  

 
where *B denotes the adjoint of B  and )(* tS  is the adjoint of ).(tS  It is straightforward that the operator b

0Γ  is a 
linear bounded operator. 

 
To investigate the approximate controllability of system (1.1)-(1.2), we impose the following condition:

+→→Γ 0 as 0) ,( )( 00 ααα bRH  in the strong operator topology. 
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In view of [28], Hypothesis )( 0H holds if and only if the linear system  

( ( )) '' ( ) ( )( ),    [0, ],  Ex t Ax t Bu t t b= + ∈                                                                                              (2.15) 

0 0(0) ,   '(0) ,x x x y= =                                                                                                                              (2.16) 
is approximately controllable on ].,0[ b   
 
Some of our results are proved using the next well-known results. 
 
Lemma 2.7: [24, Lasota and Opial] Let I be a compact real interval, )(XBCC  be the set of all nonempty, bounded, 
closed and convex subset of X  and F  be a multivalued map satisfying )(: XBCCXIF →×  is measurable to t  for 
each fixed Xx∈ , u.s.c. to x  for each It∈ , and for each  Cx∈ the set 

, { '( , ) : ( ) ( , ( ),  }F xS f L I X f t F t x t t I= ∈ ∈ ∈  

is nonempty. Let F  be a linear continuous from ),(' XIL to ,C  then the operator 

,: ( ),   ( )( ) ( ),F F F xF S C BCC X x F S x F S→ → =   
is a closed graph operator in .CC ×  
 
Lemma 2.8: [9, Bohnenblust and Karlin] Let D be a nonempty subset of X , which is bounded, closed and convex. 
Suppose }0{\2: /→ XDG is u.s.c. with closed, convex values and such that DDG ⊆)( and )(DG is compact. Then G
has a fixed point. 
 
3. APPROXIMATE CONTROLLABILITY RESULTS 
 
In this section, we need the following hypotheses to establish a set of sufficient conditions for the approximate 
controllability for a class of second-order evolution differential inclusions of the form (1.1)-(1.4) in Hilbert spaces by 
using Bohnenblust-Karlin's fixed point theorem. 
(H1) 0 ),(0 >ttS  is compact. 

(H2) For each positive number r  and PCx∈  with ,rx PC ≤  there exists ),()( 1
,

+∈⋅ RILL rf such that 

{ } ),())( ,()( :sup , tLtxtFtff rf≤∈
 
for a.e. .It∈  

(H3) The function ) ],,0([)( 1
,

+∈→ RtLsLs rf and there exists a 0>γ such that 

                                                   .   

)(

lim 0
,

+∞<=
∫

∞→
γ

r

dssL
t

rf

r
 

(H4) The function XXIg →× : satisfies the following conditions: 
(i) The function XXtg →⋅ :) ,( is continuous a.e. ,It∈  
(ii) The function XItg →⋅ :) ,( is strongly measurable for each ,Xx∈  

(iii) There exists positive constants ,0~ ,0 >> gg LL such that 

,  ,,  e a.for       ))(,())(,( ItXyxyxLtytgtxtg g ∈∈−≤−  

                             gg LxLtxtg ~))(,( +≤  
 
               where )0,(max~ tgL Itg ∈= . 

(H5) The function XXIPCqp →),( :, are continuous and there exists constants 0 ,0 >> qp LL such that 
 

   
.,for      ,)()(

,,for     ,)()(

PCyxyxLyqxq

PCyxyxLypxp
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(ii) The maps niXXJI ii ,...2,1 ,: , =→ are completely continuous and there exists continuous non-decreasing 

functions ,,...2,1, ),0(),0[:~ , niMM ii =∞→∞ such that 

  
( )  ( ),

( )  ( ),   .
i i

i i

I M

J M X

ψ ψ

ψ ψ ψ

≤

≤ ∈
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Theorem 3.1: Suppose that the hypotheses (H0)-(H6) are satisfied. Assume also 
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has a fixed point ,x which is a mild solution of system (1.1)-(1.4). 
 
We now show that Υ satisfies all the conditions of Lemma 2.8. We subdivide the proof into five steps for our 
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Dividing both sides of the above inequality by r and taking the limit as ,∞→r using (H3), we get  
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The right-hand side of the above inequality tends to zero independently of rBx∈ as 0)( 21 →− tt and ε  sufficiently 
small, since the compactness of the evolution operator ),( stS implies the continuity in the uniform operator topology. 
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Hence there exist relatively compact sets arbitrarily close to the set { })(:)()( rBtt Υ∈=Π ϕϕ and the set )(tΠ  is 
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Clearly we have 
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We can see that the operator W~ is linear and continuous. From Lemma 2.8 again, it follows that FSW 

~
is a closed 

graph operator.  
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In view of *xxn →  as ,∞→n it follows again from Lemma 2.8 that 
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Therefore Υ has a closed graph. As a consequence of Steps 1-5 together with the Arzela-Ascoli theorem, we conclude 
that Υ is a compact multivalued map, u.s.c. with convex closed values. As a consequence of Lemma 2.8, we can 
deduce that Υ has a fixed point x which is a mild solution of system (1.1)-(1.4).  
 
Definition 3.2:  The control system (1.1) - (1.4) is said to be approximately controllable on I  if 

{ }),(:);(),( 1
0

_______
0 UILuuxxxbR b ∈=  is called the reachable set of system (1.1) - (1.4) at terminal time b and its closure 

in X  is denoted by
_______

0 ),( xbR ; Let ),( 0 uxxb be the state value of (1.1) –(1.4) at terminal time b corresponding to the 
control u and the initial value .0 Xx ∈  
 
Frankly speaking, by using the control function ,u from any given initial point Xx ∈0 we can move the system with 
the trajectory as close as possible to any other final point .Xxb ∈  
 
Theorem 3.3: Suppose that the assumptions (S1)-(S3) and (H0)-(H6) hold. Assume additionally that ),( ⋅tg  is continuous 

from the weak topology of X to the strong topology of X and (Hb) there exists )),0[,(1 ∞∈ ILN such that 

, a.e.for  )(),(sup),(sup IttNxtgxtF XxXx ∈≤+ ∈∈ then the system (1.1)-(1.4) is approximately controllable on .I  
 
Proof:  Let )(ˆ ⋅αx be a fixed point of Γ in .rB  By theorem 3.1, any fixed point of Γ is a mild solution of (1.1) – (1.4) 
under the control  
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By using the infinite-dimensional version of the Ascoli- Arzela theorem, one can show that an operator 

∫
⋅

→⋅→⋅
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1 ),(:)(),()( PCXILdsslsSl is compact. Therefore, we obtain that .0 as 0)( +→→− αα wxp Moreover, 
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It follows from the assumption (H0) and the estimation (3.3) that .0 as 0)(ˆ +→→− αα
bxbx  This proves the 

approximate controllability of system (1.1) – (1.4). 
 
4. APPLICATION 
 
In this section, we apply our abstract results to a concrete partial differential equation. In order to establish our results, 
we need to introduce the required technical tools. Following the equations (2.9) – (2.10), here we consider 

)(~)( tBAtA +=  where A is the infinitesimal generator of a cosine function is )(tC  with associated sine function ),(tS

and XtBDtB →))(~(:)(~
is a closed linear operator with ))(~( tBDD ⊆ for all .It∈ We model this problem in the space 

),,(2 CTLX = where the group T  is defined as the quotient .2/ ZR π We will use the identification between functions 

on T and π2 - periodic 2-integrable functions from R into .C Similarly, ),(2 CTH denotes the Sobolev space of π2 - 

periodic functions CRx →: such that ).,('' 2 CTLx ∈  
 
We consider the operator )('')( ξξ xAx = with domain ).,()( 2 CTHAD =  It is well known that A  is the infinitesimal 
generator of a strongly continuous cosine function )(tC on .X Moreover, A has discrete spectrum, the spectrum of A

consists of eigenvalues 2n− for ,Zn∈ with associated eigenvectors 
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the set }:{ Znwn ∈ is an orthonormal basis of .X  In particular, define XXtADtA →⊂))((:)( by θθztA :)(  and 
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The cosine function )(tC is given by  
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It is clear that 1)( ≤tC for all .Rt∈ Thus, )(⋅C is uniformly bounded on .R  
 
Consider the second-order Cauchy problem with control 
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for ,0 , πτ ≤≤∈ It subject to the initial conditions  
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where ),(~,  , , 10 RRPCaaXzz ii ∈∈ and iiii st βαπ ,  ,,0 <<  are prefixed numbers,  

XXXIFGRb →××→∞ :,  ,),0[: are continuous functions. We fix 0>α and set .)(sup0 tbat≤≤=β  
 
We take )(')()()(~ ττ xtbxtB = defined on ).,(1 CTH It is easy to see that )(~)( tBAtA += is a closed linear operator. 

Initially we will show that )(~ tBA+ generates an evolution operator. It is well known that the solution of the scalar 
initial value problem 
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Therefore, the solution of the scalar initial value problem  
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Applying the Gronwall – Bellman lemma we can affirm that  
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for .ts ≤ We denote by ),( stqn the solution of (4.7) – (4.8). We define  
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It follows from the estimate (4.9) that XXxstS →:),( is well-defined and satisfies the conditions of Definition 2.1. 
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and the bounded linear operator XUB →: by  
].,0[    ,   ),,())(( πττµτ ∈∈= ItttBu  
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Assume these functions satisfy the requirement of hypothesis. From the above choices of the functions and evolution 
operator )(tA with ,IB = the system (4.1) – (4.6) can be formulated as the system (1.1)-(1.2) in .X Since all the 
hypothesis of Theorem 3.3 are satisfied, approximate controllability of system (4.1) – (4.6) on I follows from Theorem 
3.3. 
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