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ABSTRACT 
Randomness on smooth manifolds is now being extensively studied for various reasons. The purpose of this paper is to 
give a brief account of such a process on smooth manifolds which admits a probability measure. The exposition would 
also gives some new developments that have come to fore as a result of randomness entering the realm of analysis and 
geometry. 
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1. INTRODUCTION 
 
Axiomatic development of mathematical theory of probability was initiated by A.N.Kolmogrov. His 1930’s, initiation 
to firmly lay the foundation of probability theory based on measure theoretic notions for a probability space gave 
enormous scope to many analysts, scientists and engineers to take advantage of this treatment to the problems that they 
encountered. Randomness as such was not properly understood, before an axiomatic approach to the theory of 
probability was provided. Various processes involving randomness (called also as, Stochastic processes) required the 
knowledge of a probability space as envisioned by A.N. Kolmogrov and his successes, [1-3]. In this paper we are 
introducing the notion of a probability space as a smooth manifold and try to figure out randomness on them. 

 
2. PROBABILITY MEASURE SPACE AND RANDOM VARIABLES 
 
Probability measure space and random variables is a triple (Ω, ℱ, P) where Ω is a sample space and its points are called 
sample points. ℱ is the 𝜎𝜎 − 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  whose members are the events (here ℱ is a event space) and P is called probability 
measure defined on the measurable space (Ω, ℱ). If an event A is given by A= {w ∈ Ω/R(w)} for some property R(.) 
then we may write R(A) P(A) or p(A)  An event is called sure event if  P(A)=1 i.e something will occur. This in ℱ are 
the corresponding members, Ω,𝑄𝑄 ∈ ℱ, respectively.  
 
In a probability space like the one defined above, the notion of a random variable is very important and it is through 
random variable random processes are modeled in a probability space. To this end let (𝔼𝔼, 𝜁𝜁) be another measurable 
space. 
 
Suppose we pick a point 𝜔𝜔 from Ω (by assuming a throught experiment of flipping a fair coin) this gives us a map 
X:Ω⟶ 𝐸𝐸 and will enable us to form sets of the type {𝜔𝜔/ x(𝜔𝜔)∈B}, where B⊂ 𝐸𝐸. 
 
In other words, element of ℱ are the collection of subsets and denoted by 𝔼𝔼. In it now boils down and a  measurable 
space (𝔼𝔼, 𝜁𝜁) is formed. The map X:(Ω,ℱ) ⟶ (𝔼𝔼, 𝜁𝜁) has to be measurable. 
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Such a map X will be called a 𝔼𝔼-valued random variable. This formalism gives us the required mathematical frame 
work for probability related problems. Kolmogrov, Markov, Borel, were early point of 20th century. One would also 
refer the works of [4-9]. 
 
Remark 2.1: The measurable space (𝐸𝐸, 𝜁𝜁) will be have a probability measure with the probability measure with the 
probability p induced by it on (𝐸𝐸, 𝜁𝜁). Since X: (Ω, ℱ, P)⟶ (𝐸𝐸, 𝜁𝜁) is measurable the image of 𝜇𝜇 of P. The probability 
measure is (𝐸𝐸, 𝜁𝜁) and is called law of X. 
 
A random variable (or map) X: (Ω, ℱ, P)⟶ (𝐸𝐸, 𝜁𝜁) gives rise to a probability measure space (E, 𝜁𝜁, 𝜇𝜇), Where 𝜇𝜇 is the 
image of p under X. 
 
Proposition 2.2: The events {𝜔𝜔/𝑥𝑥(𝜔𝜔) ∈ 𝐴𝐴} forms a sub 𝜎𝜎- field of  ℱ. 
 
Proof: Since each {𝜔𝜔/𝑥𝑥(𝜔𝜔) ∈ 𝐴𝐴} is a subset A of (𝐸𝐸, 𝜁𝜁) and 𝜁𝜁 is a 𝜎𝜎- field. Whose member are sub family of ℱ 
measurable so from a sub 𝜎𝜎- field of ℱ. The 𝜎𝜎- field in the proposition is called 𝜎𝜎- field generated by X. 
 
3. SMOOTH MANIFOLDS AS PROBABILITY SPACES 
 
Generally, we have ℝ𝑁𝑁  as the sample space, 𝜎𝜎 −  𝐵𝐵𝐵𝐵𝐵𝐵𝑓𝑓𝑓𝑓  field with ℝ𝑁𝑁 becomes a measurable space. If ℬ(ℝ𝑁𝑁) denotes 
the 𝜎𝜎 − field. The pair (ℝ𝑁𝑁 ,ℬ(ℝ𝑁𝑁)) is the measurable space. 
 
To this end we consider  the smooth manifold  M of  dimension  N, if ℱ is the 𝜎𝜎 − field associated with M, the 
measurable space (M, ℱ) admitting a probability measure with become a measurable space   on this space  We will 
define random variable  in term see that it generates a sub- 𝜎𝜎 − field of ℱ, the  measurable space is  (𝔼𝔼, 𝜁𝜁) associated 
with the probability space (𝑀𝑀,ℱ,𝑃𝑃) is the image of P. 
 
Proposition 3.1: If {𝑋𝑋𝛼𝛼 : 𝛼𝛼 ∈  Λ} is a family of random variables in (𝑀𝑀,ℱ,𝑃𝑃). Then, each 𝑋𝑋𝛼𝛼  generates a sub – 𝜎𝜎 −field 
on the event space (𝐸𝐸𝛼𝛼 , 𝜁𝜁𝛼𝛼), 𝛼𝛼 ∈  Λ. 
 
We shall obtain a sub 𝜎𝜎 − field associated with the probability space (𝑀𝑀,ℱ,𝑃𝑃), where M is a smooth N - dimensional 
manifold, ℱ a 𝜎𝜎 − field on M and P the probability measure. Since, M admits a smooth differential structure, arising 
from the maximal atlas, which in terms induced topology on M. From this back ground it is not difficult to come of 
with a 𝜎𝜎 − field on M. Let ℱ  be the 𝜎𝜎 − field. Then (M, ℱ) is a measurable space. If P is the probability measure, then 
(M, ℱ,𝑃𝑃) becomes the probability measure space. 
 
Let 𝑇𝑇𝑥𝑥  M be the tangent space of M at x and it is isomorphic to ℝ𝑛𝑛 , with induced vector space structure on it by the ℝ𝑛𝑛 , 
we can define a 𝜎𝜎 −field 𝜁𝜁 on 𝑇𝑇𝑥𝑥  M, and make (𝑇𝑇𝑥𝑥  M, 𝜁𝜁) a sub-𝜎𝜎 −field of ℱ.  
 
For each x∈M, Let TM= 𝑈𝑈𝑥𝑥𝑇𝑇𝑥𝑥  M, gives rise to smooth bundle, called the tangent bundle of M and whose dimension is 
twice the dimension of M. 
 
If V: M→TM is a vector field, then to each p ∈ 𝑀𝑀, P→ 𝑋𝑋𝑝𝑝  tangent vector is some 𝑇𝑇𝑝𝑝M of M in TM. 
 
Since, we are interested in (𝑇𝑇𝑥𝑥  M, 𝜁𝜁) as an event space. We want a random variable to be a map  X: (M. ℱ, 𝑝𝑝) → 
(𝑇𝑇𝑥𝑥  M, 𝜁𝜁). 
 
Since 𝑉𝑉𝑃𝑃 is the tangent vector to M at p, and X:(M,ℱ,P)→(𝔼𝔼,𝜁𝜁), is a random variable, then to each 𝜔𝜔 ∈ 𝑀𝑀, 𝜔𝜔 → 𝑋𝑋(𝜔𝜔) is 
a point in E. 
 
In other words, we are looking for {𝜔𝜔/𝑋𝑋(𝜔𝜔) ∈ 𝐵𝐵}, where B ⊂ 𝐸𝐸. In other words, for a suitable collection of 𝜔𝜔′𝑠𝑠 in the 
Borel field of 𝔼𝔼, the set {𝜔𝜔/𝑋𝑋(𝜔𝜔) ∈ 𝐵𝐵} ∈ sub-𝜎𝜎-field of 𝔼𝔼. We have already noticed this fact (in our earlier section). 
 
Replacing 𝔼𝔼 by TM and regarding 𝑇𝑇𝑥𝑥  M as an isomorphic copy of ℝ𝑛𝑛 , the 𝜎𝜎-Borel field ℬ(ℝ𝑛𝑛) induces a 𝜎𝜎-Borel field 
on TM. 
 
Since X: M→TM is a vector field restricting the points of M to the suitable fibers that come from projection map  𝜋𝜋: 
𝑇𝑇 M→ 𝑀𝑀, 𝜋𝜋−1(𝑈𝑈)  for some chart member (U, 𝜑𝜑)  in M. To this end, we obtain that the map x→ 𝑋𝑋(𝑥𝑥) ∈  𝑇𝑇𝑥𝑥  M⊂TM. 
The fibers 𝜋𝜋−1(𝑈𝑈) are in 𝑇𝑇𝑥𝑥  M’s. 
 
This establishes our claim to construct a sub 𝜎𝜎 −field induced by the random variable. 
 
 



  
T. Venkatesh1, Suwarnlatha N. Banasode2 and Praveenkumar S Araballi3* /  

Probability measure on Smooth Manifolds and Randomness / IJMA- 8(1), Jan.-2017. 

© 2017, IJMA. All Rights Reserved                                                                                                                                                                         33  

 
REFERENCES 

 
1. H.HEYER, Probability  measures on Locally Compact Groups, Springer –Verlag, Berlin-Heidelberg,1977. 
2. D. APPLEBAUM, Levy Processes and Stochastic Calculus, Cambridge University Press, 2004. 
3. M. LIAO, Levy Processes in Lie Groups, Cambridge University Press, Cambridge, 2004. 
4. F.N. David. 1962. Games, Gods and Gambling. Charles Griffin, London. 
5. J.L.Doob. 1989. Kolmogrove’s early work on convergence theory and foundations. Annals of Probability, 

Wiley, New York. 
6. T.L. Fine. 1973. Theories of Probability. Academic Press, New York. 
7. L.E. Maistrov. 1974. History of Probability. Academic Press, New York. 
8. L.J. Savage. 1954. Foundation of Statistics. Wiley, New York. 
9. G.Shafer. 1990. Unity and diversity of probability. Statistical Sciences, 5:435-444. 

 
Source of support: Nil, Conflict of interest: None Declared. 

 
[Copy right © 2016. This is an Open Access article distributed under the terms of the International Journal 
of Mathematical Archive (IJMA), which permits unrestricted use, distribution, and reproduction in any 
medium, provided the original work is properly cited.] 
 


