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ABSTRACT

In this paper, we investigate the existence results for nonlinear impulsive fractional differential equations with integral
boundary conditions by using fixed point theorem and Green's function.
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1. INTRODUCTION

For the last decades, fractional calculus has received a great attention because fractional derivatives provide an
excellent tool for the description of memory and hereditary properties of various processes of science and engineering.
The theory of impulsive differential equations describes processes which experience a sudden change of their state at
certain moments. For an introduction of the basic theory of impulsive differential equations, see Lakshmikantham
et al.[11], Bainov and Simeonov [4], and Samoilenko and Perestyuk [14] and the references therein. Integral boundary
conditions have various applications in applied fields such as blood flow problems, chemical engineering, thermo-
elasticity, underground water flow, population dynamics, and so forth. For a detailed description of the integral
boundary conditions, we refer the reader to some recent papers [1, 2, 5, 6, 9, 10, 15-17, 19] and the references therein.

The Greens functions for boundary-value problems for ordinary and fractional differential equations have been
investigated in detail in [8, 20]

In [3], the authors have studied the existence of solutions for fractional integro- differential equations with impulsive
and integral conditions. In [7] the authors have studied a class of nonlinear fractional differential equations with
impulsive and fractional integral boundary conditions.

In [18] the authors investigated the expression and properties of Green’s function for a second-order singular boundary
value problem with integral boundary conditions and delayed argument.

In [12] the authors discussed nonlinear impulsive fractional differential equations involving the two-point and integral
boundary conditions. The authors in [13] proved the existence and uniqueness of solutions of differential equations of
fractional order with integral boundary conditions.

Inspired by the above works, we consider the existence of solutions for impulsive fractional differential equations with
integral boundary conditions

D, y(©) = w®Of (£¥©,Y©®) 1<q<2,t €] =[01] t#t,
AY|t:tk = Ik(y(tk))l Ay,|t=tk =]k(Y(tk))' tk € (011)1 k= 1'2' - N, (11)

¥(0) = y(1) = f, g(s)y(s)ds,
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where CDg+is the Caputo fractional derivative, w(t):C(,R,), J =1[0,1], f:CUXRXR,R), I, Jx:C(R,R),
Ayli=y, = y(t) —y(t; ), where y(tf) and y(t;) represent the right-hand limit of y(¢t) at t =t, respectively,
k=123,..,n 0=ty <t; < <t, <ty =1 Ay, has a similar meaning for y'(t),and g € L'[0,1] is
nonnegative.

The rest of this paper is organized as follows. In section 2, we give some preliminaries about the fractional integral and
derivative operator. In section 3, we present the expression and properties of Green's function associated with problem
(1.1). In section 4, we get some existence results for problem (1.1) by means of standard fixed point theorem. Finally,
in section 5, the example is also illustrated.

2. PRELIMINARIES
In this section, we give some preliminaries for discussing the solvability of problem (1.1).

Definition 2.1: The fractional (arbitrary) order integral of the function h € L'(J, R,) of order q € R, is defined by

1 1
Ig+h(t) = m[ (t - s)q_lh(s)ds,
0

where I'(.) is the Euler Gamma Function.

Definition 2.2: For a function h given on the interval J, the Caputo-type fractional derivative of order g > 0 is defined
b
y ) .
cn4 — — n_q_l n =
D{ h(t) T q)fo (t—s) h*(s)ds, n=[q]l+1,

where the function h(t) has absolutely continuous derivatives up to order (n — 1).

Lemma 2.1: Let > 0, then the differential equation “D9h(t) = 0 has the following solution:
h(t) = co + cit + cpt? + -+ cluopyt" 1, c;ERi=012,..,n—1,n=[q]+ 1

Lemma 2.2: Let g > 0, then I“D] h(t) = h(t) + co + c1t + cpt? + -+ c_1yt" ", for some ¢; € R,
i=012..,n—1n=[q]+ 1

We define the set of functions as follows

Let ] =[01] &ty ty, ..., t,} and
PC[J,R] = {y:] » R; y € C((ty, tis1), R), y(ti) and y(t;) exist with y(t;) = y(tp), k = 1,2,3,...,n}
PC'[J,R] ={y € PC[],R]; y' (t}) and y'(t;) exist and y'is left continuous at t, k = 1,2,3, ...,n}

Then PC[J, R] is a Banach space with the norm
lyllpc = sup.e ly(®)], PC'[J,R] is a Banach space with the norm

I¥llper = max{liyllpe, ||yl
3. EXPRESSION AND PROPERTIES OF GREEN’S FUNCTION

Definition 3.1: A function y € PC1[J,R] n C?[J', R] with its Caputo derivative of order g existing on J is a solution of
problem (1.1) if it satisfies (1.1). We give the following hypotheses:

(H) w : ] = [0,4+0) is a continuous function, and there exist t, € J such that w(t,) > 0;

(Hy) f :] X R X R — R is a continuous functions.

(H3) I, ], : R = R are continuous functions.

(H,) g € L}[0,1] is nonnegative and u € [0,1),

where p = fol gt)dt (3.1)

Consider the following fractional impulsive boundary value problem :
‘Dyyt) =0(t),1<q<2 t€] =]ty ts...,t,},
Ayli=e, = Ik(Y(tk))' Ayl|t=tk =]k(}’(tk))’ t €01), k=12,..,n (3.2)
y(0) = y(1) = f, g(s)y(s)ds,

© 2016, IJMA. All Rights Reserved 18



V. Krishnaveni*, K. Sathiyanathan /
Existence Results for Impulsive Fractional Differential Equations with Integral Boundary conditions/ IIMA- 7(10), Oct.-2016.

Proposition 3.1: The solution of problem (3.2) can be expressed by
t,

n+1 q-1 n i a2 n
y(©) = Z Hy(6,t) f e )) o(s)ds — Y Hi(t,t) (?(q—f)l)a(s)ds N ACIDID)
i=1 ) i=1
- Z M J(®),  te ot (33)
= k = 0,1,2, .. N, to = 0, tn+1 = 1
where
1
H;(t,s) = G1(t,s) + mf gw)G, (s,u)du (34)
0
. 1 .
H,(t,s) = Gi(t,s) + mf gw)G; (s,u)du (3.5
0
TR e B

, (=t or (1-5s), t<s,
Gi(t,s) = {(1 —t) or (=s), t=s, (.7)

Proof: suppose that y is a solution of (3.2). Then, for some constants by, b; € R, we have
Y() = [0 () — by — byt

[T Sds — by — byt ¢ € [04]

= Tq)as S — Dy — 01T, ,1].
o re—sr?
Y(f)zj;ma(s)ds—bl

If t € (t,t,], then for some constants c,, ¢; € R we can write

t(r_ )q-1
Y(t)=f &a(s)ds—co—cl(t—tl),

)
t _ q-1
yo = %a(s)ds e

Using impulse conditions Ay|,—,, = L(¥(t1)), Ay le=r, = J1(¥(t1)),
1ty —s)17!
—cp = f ————0(s)ds — by — byt; + I, (y(t,)),
0

I'(q) ,
t1 — q—
—c; = fo (?(q—i)l)a(s)ds —-b+/; (y(tl)).
Thus
(=)t Tt =)t —t) (L —s)T"
y(t) = tl—r(Q) o(s)d +f ( g =1 Q) )a(s)ds — b, — byt

+1 () (€ — t) + L(y(t))

“ ((t1 —5)17?

t _ q-—2
y'() =f =9 o(s)ds +f RCE)

CEEY) . ) a(s)ds — by + /1 (y(t1)).

If € (t, tr41] , repeating the above procedure, we obtain

E(t—5)0L S (-T2 —t) (- s)
y(t) = ftkTq)a(s)ds +;fti_1< D) + ) )a(s)ds — b,
bt + ) JE@)E -t + D L) (3.10)
i=1 i=1
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By the boundary conditions, we have
1

—fg(t)y(t)dt (3.11)
0
1(1 = s)a-1 St (=) —t) (=)0
by = ftk —F(q) o(s)ds +;-[i_1< Tq=1) + Q) )a(s)ds
k k
+ D @) E =) + ) () (3.12)
i=1 i=1

Substituting (3.11) and (3.12) into (3.10), we have

n+1 _ q-1 _ q-2
CENNCD f(‘r()) o(s)ds Zal(tt) f(t 2 a(s)ds+zal(t DE )
Z 61 (6t Ji(y(2)) + f MGIOL
Where
n+1 o q-1 - q-2
fg(t)y(t)dt_fg(t)ZGl(t t) f(lr()) a(s)dsdt—fg(t)ZGl(t t) f( ) S-o(s)dsdt

1
f g(t)Z Gy (2,0 iy (e + f g(t)zal(t L (y(e)) de + f g0yt x f gOy@t

Therefore, we have

1 n+1
(t =)
Ofg(s)y(sms— o [fg( )Zal(sw f o o(©duds

t; —s)1” N
- Of 9@ Z 6i(s, 1) Wc(s)duds - Of g(s); 6y (5,t) iy (2))ds

i-1

1 n
+f9(5)26i(5,fi)1i(y(ti)) ds]
0 i=1

and
! _ &)1 . —5)a2
y(t)—ZGl(t t) f(lr()) o(s)ds — ZGl(t t) f( ) a(s)ds+ZGl(t Ly (t)
n+1 _ q-1
ZGl(t t) J; (y(t; ))—[fg(u)zc‘l(s t:) %a(s)duds

g - = 5)i2
_fg(u)ZGl(s t) f( s) U(s)duds—fg(s)z Gi(s,t) J;(y(t))ds
0 i=1
1 n
+f9(5)26i(5,fi)1i(y(ti)) ds]
0 i=1
1
Let  Hi(t,s) = Gy(¢,5) +mfg(u)01 (s,u)du
0

Hy(t,s) = G(t,s) + ﬁf gW)Gy (s,u)du
0
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Then,
n+1 q-1 _
NG —ZHZ(t t) f C lr( )) o(s)ds — ZHl(t t) f (& a(s)ds+ZH2(t £).1,(y(tD)
- Z H(t,t).J; (Y(ti))
i=1

Proposition 3.2: If (H,) holds, then we have

H;(t,s) >0,G,(t,s) >0, for t,s€(0,1) (3.13)

H;(t,s) =2 0,G,(t,s) =0, for t,se(0,1) (3.14)

Proof: From the definition of H, (t, s) and G, (¢, s), it is easy to obtain the result of (3.13) and (3.14).

Proposition 3.3: For t,s € [0,1], we have
e(t)e(s) < G1(t,s) < G1(s,5) =s(1—s) = e(s) < & = maxeo,17e(s) =% (3.15)

Proof: In fact, for t €/, s € (0,1), we have

Case-1: If0 <t <s <1, then
G —_
1(t,s) _ t(l—ys) =£S n
Gi(s,s) s(1-s) s

Case-2: If0 <s <t <1, then
Gi(t,s) s(1—-t) 1-t 1-s

= = <
Gi(s,s) s(1-s) 1-s  1-s

<1

In addition, by the definition of G,(t,s), itis easy to obtain that
G1(t,s) < G1(t,5), vVt €/, s € (0,1).

Therefore
G1(t,s) < Gi(t,s) =e(s),Vt,s €].

Similarly, we can prove that
G1(t,s) = e(t)e(s).

In fact, for all ¢, s we have that

Case-1: If t < s, then
Gi(t,s) t(l—ys)
Gi(s,s) s(1—2s)

t
=->t>t(1—¢t
;2t2td-0).

Case-2: If t < s, then
G, (t,s) s(1—-t) 1-—t
61(5,5)_5(1—5)_1_52(1_t)—f(l—t).

So we have
G1(t,s) = e(t)e(s), Vt,se].

Proposition 3.4: If (H,) holds, then for t, s € [0,1], we have

pe(s) < Hi(t,s) <ys(1—s) =ye(s) < %y (3.16)
where
1 ) e@g@dr

= 3.17
T—ga p T—gx (3.17)

Proof: By (3.4) and (3.14), we have
1

1
H;(t,s) = G,(t,s) + mf G,(s,7)g(r)dr
0
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1 1
> Efo G,(s,1)g(r)dt
1
> Jo e(i)_g#(f)df s(1—s)
= pe(s),t €[0,1].

On the other hand, noticing G,(t,s) < s(1 — s), we obtain
1

1
H;(t,s) = Gi(t,s) +mf G,(s,7)g(r)dr
0
1
=s(1—-s)+ ﬁf s(1—-s)g(r)dr
0

1
=5(1-25) 1+ﬁfg(r)dr
0

=s(1-y5) [1 + L
1-p
=ve(s), te[01]

The proof of Proposition 3.4 is complete.

Proposition 3.5: If (H,) holds, then for t, s € [0,1], we have
Hy(t,s) <y(1—-t) <y (3.18)

Proof:

, 1 ,
H,(t,s) = Gi(t,s) + Tf G,(s,7)g(r)dr
Mo
1
=1+ ! f (t)d
= T g(@dr
0

1

1-u
=y
It follows from Proposition (3.1) that:

Lemma 3.1: If (H;) — (H,) hold, then a function y € PC'[J,R] n C?[J,R] is a solution of problem (1.1) iff
y € PC'[J,R] isa solution of the impuIsive fractional integral equation
n+1

CEDILES f G )59y 6

Y e ) o) 595y s + Z Ha(e )1(y(6))
i=1

ti—1

- Z Hy (¢, t) Ji(y(t))
i=1

k = 0,1,2, e, I, to = 0, tn+1 = 1 (319)

Proof: Let y € PC'[J,R] n C?[]J, R] be a solution of the boundary value problem (1.1), then by the same method as
used in Proposition 3.1, we can prove that y is a solution of the fractional integral equation (3.19).

Conversely, assume that y satisfies the impulsive fractional integral equation (3.19).
If t € [0,,] then y(0) = [, g(s)y(s)ds, y(1) = [} g(s)y(s)ds and using the fact that °D* is the left inverse of I°

we get
¢Dy(t) = h(t) foreach t € [0,t,].
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If t € [ty, tys1), k = 1,2,...,n and using the fact that D C = 0, where C is a constant, we get
¢Dey(t) = h(t) for each t € [t;, tys1)-

Also we can easily show that
Ayli=e, = Ik (y(tk)), Ay =, = Ik (y(tk)), k=12, oo, .

Hence the proof.

Define T : PC'[],R] -~ P61U R] by

n+1

YO = Y f G o635,y 6

Z Hit,t) (;(;—i)l) [0(F (5, 7).y (Dlds + Y Hat, )1 ()
i=1

ti—1

- Z Hi(tt) )i (y()), k=012,.nty=0,t,11 =1 (3.20)

Using Lemma (3.1), Problem (1.1) reduces to a fixed point problem x = Tx, where T is given by (3.20). Thus, The
problem (1.1) has a solution iff operator T has a fixed point.

Lemma 3.2: Assume that (H;) — (H,) hold. Then T : PC[J,R] — PC'[], R] is completely continuous.
Proof: Note that the continuity of f, g, w, I, and J, together with H, (t,s) and H,(t, s) ensures the continuity of T.

Let Q < PC'[J, R] be bounded. Then there exists positive constants 1;, 4, and A5, such that
If(t,y(@®),y' @) < /’ll L) <, and , |, ()| < A3 Vy € Q. Thus Vy € Q,we have

n+1

D01 < 3 ) f (er|w(S)f(s y(©),y'))|ds

+Z'”1(”" (l—|w(5)f(s y(5),'(s) ds+Z|Hz(m)||1 (@)

ti—1

+Z|H1(t )1 i ()]

fw (&1 f(l O feaaas + Y e (G0 e S e
2 r() cAqjas . 1\L L r(q_l) cAqlas 2. 2\L 4
i=1 ti_1 i=1
+Agzlﬂl(t,ti>|
i=1
yc(n+ DAy nychy nyds
T(q+1) Q) + nyl, +T =1 (3.21)

where

c= ntlee}xw(t) (3.22)

Furthermore, for any t € (t, tj41]

n+1
|ry) @) < Z|am(tt>| f r() [|w(s)f(sy(s)y(s>)|]ds

+Z|G'u(tt>|f G s (s © ]ds+Z|Glst(tt>||1(y(t>)|

+ Zlaat(t. SITACION]
i=1
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n+1

C e — )2 -
< D Joiu f(lr( (e, ds+2|c'u<t ol [ L tehlds + 22 Y J67 @)
i=1

ti—1

+Agzlan(ati>|

i=1
c(n+ 1)/111 nciy

< + +nl, +nl, =21 3.23
TG+ i Mt (3-23)

On the other hand, From (3.23) for t;, t, € (t;, ty4+1] With t; < t,, we have

|(Ty) (t2) = (Ty) (t)] < f 2I(Ty)'(S)I ds < At — ty) (3.24)

1

It follows from (3.21), (3.23) and (3.24) that T is equicontinuous on all subintervals (¢, t,4+1], k = 1,2 ...n. Thus by
Arzela-Ascoli Theorem, the operator T : PC[J,R] — PC'[J, R] is completely continuous.

To prove our main result, we also need the following lemma.

Lemma 3.3 (Schauder Fixed point Theorem): Let D be non empty, closed, bounded, convex subset of a banach
space X, and suppose that T: D — D is completely continuous operator. Then T has fixed point x € D.

4. EXISTENCE OF SOLUTIONS
In this section we apply Lemma 3.3 to establish the existence of solutions to problem (1.1). Let us define

0 - i ( If (&, y,Z)I>
= 1m max——
4210 \ Te lyl + |z
162] I /e I

= lim
’ 27 eyl

6; = lim ) k=12, .... n

== |yl

Theorem 4.1: Assume that (H;) — (H,) hold. Suppose further that

6 =max{6;,6,} <1 (4.1)
where
2c(n+1)y8 2cnyf nyo
= ( )V+ 4 +ny91+72’
I'(q+1) 4T (q) 4
and

_2c¢(n+1)0  2cnb

P T@+D T '
where c is defined in (3.22) . Then problem (1.1) has atleast one solution x € PC'[J,R]NC?[],R].

+ n01 + n02

Proof: We shall use Schauder’s fixed point theorem to prove that T has a fixed point. First, recall that the operator
T : PC[J,R] » PC[J, R] is completely continuous (see the proof of lemma (3.2)).

On account of (4.1), we can choose ' > 6, 6; > 6, and 6, > 6, such that
_2c(n+1)y6"  2cnyd’ ny62

= 7] 4.2
=TTy arg T nyoy+ (#:2)
and
20(n+1)9'+20n9'+ 0’ + b, 4.3)
= n n .
2T T@+D I R
By the definition of 6, there exists [ > 0 such that
Ift.y, 2 <0yl +Iz), vte], |yl+lzl >
lft,y, 2| <0yl +|zD+ My, Vt€], y,z€R, (4.4)
where
My = a6, D] < oo
Similarly, we have
L. < 6;lx|+M,, YyeR, k=12..n 45)
/(| < 8;]x| + M, VyE€ER, k=12..n '

Where M, ,M, ,M, , M, are positive constants.
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It follows from (3 20), (4.4) and (4.5) that

(0] Z|H2(tt>|f (}an(s)f(sy(s)z(s))n

+Z|H1(t )l (ti(—)[lw(S)f(s y(s),2)|lds

+Z|Hz(f DIl @))] +Z|H1(t )1 i ()|

L —g)a1
< i) %[y(e'uyl +1al) + M)lds
i=1 ti1
= ti (t, —g)172
Yol [ T @ + e + s
i=1 ti-1

+Z|Hz(t 1@y + M) + Zuw DICIERS

(n+ 1)cy
“T@+1)

. Y . —
+ny (01 ([Iy1] pc1) + M) + nZ(92(||y|| pct) + M)

20 (lIyll pet) + M) + m[@@'(llyll rct) +M)]

< &llyllper + MWD (4.6)
Where &, is defined by (4.2) and M™ is defined by
M+ 1cy Mncy y _
T+ 1 Targ T MetngMe

M(l) =

Similarly, from (3 20), (4.4) and (4. 5) we get

) )] < Z|G1st(tt)| f S L [ O R T |
+Z|Glt(t £)| f |w(s)f(s y(5), 2(5))|]ds

+ Z|Gl”st (, ti)”Ii (Y(fi))l + leGit(t' ti)l |]i (J’(ti))|

n+1

—et
Zlam(ttnf S Oyl + 12D + M)lds

+Zlan(tt>|f G oyl + fel) + M

+Z|Gm<t i1y + M) + Zlan(f )] @3yl + )

(n+ 1)
= ﬁ [(29 (il per) + M) + 55 r( ) = [@0'(y1] per) + M)

+n(0; |1yl pc1) + M)
< &lyllper + M@ (4.7)
Where &, is defined by (4.3) and M@ is defined by
M(n+1)c Mnc

T+ T

It follows from (4.6) and (4.7) that
ITyllpct < 8'lITyllpcr + M,V y € PC'[],R]

+n(60;(|Iyl] pcr) + My)

M(z) =

+ an + an

where
8§ = max{6;,8,} <1, M’ = max{M®, M},

Hence, we can choose a sufficiently large r > 0 such that T(B,) c B,, where B, = {y € PC! : ||y|lpc1 <1
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Consequently, Lemma 3.3 implies that T has a fixed point in B,., and the proof is complete.

11621 N

Remark 4.1: Condition (4.1) is certainly satisfied if L&22)! =

lyl+lz|
Oas |yl - +w,%—> 0 as |y| = +w,(k=12..n).

— Ouniformly in t € Jas |y| + |z| = 4+,

5. EXAMPLE

We consider the following boundary value problem:

3 1 1, 1
€D, x(t) = by t& [bli/bzt—x+x'—%x —b31n(1+x2)], tej, t#5,

1 1 , 1 1
Axl,1=15% (E) Axl, =% "(E)' (5.1)
1 tz
x(0) = x(1) = | z=x(d
0

Here q ==,n =1, by, by, by, b3 are positive real numbers.

N w

This problem has at least one solution in
PC[J,RIN C 2 [J, R] Where J' = [0,%) U (%1]

Proof: It follows from (5.1) that
1

(lJ(t) = bo tg,
: 1,
F(t,x,x) = b byt —x +x ~ 5% — b3l (1 + x?%) (5.2)
1 1 1
ty = > Li(x) = To® J1(x) = R (5.3)

From the definition of w, f,I; and J; , itis easy to see that (H;) — (H,) hold. So

1 1 1 12
0<55 61 <350, <7, u= [ -dt. Wehave
_ (s(1-1),0<ss<t<1,
Gi(ts) = {t(l—s),O <t<s<1,

o (s ,0<s<t<1,
((t,s) = (s—1),0<t<s<1,

, ((t-1),0<s<t<1,
Gls(t’s)_{t 0<t<s<1,
Glnst (t' S) =1

25 25
U< H(t,s) S%, Hy(t,s) < —

25’ =24

5, <025  §,<04

Thus, our conclusion follows from theorem 4.1.
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